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Abstract

Monocular depth estimation is an essential tech-
nique for tasks like 3D reconstruction. Although many
works have emerged in recent years, they can be im-
proved by better utilizing the multi-scale information
of the input images, which is proved to be one of the
keys in generating high-quality depth estimations. In
this paper, we propose a new monocular depth estima-
tion method named HMA-Depth, in which we follow
the encoder-decoder scheme and combine several tech-
niques such as skip connections and the atrous spatial
pyramid pooling. To obtain more precise local informa-
tion from the image while keeping a good understanding
of the global context, a hierarchical multi-scale atten-
tion module is adopted and its outputs are combined
to generate the final output that is with both good de-
tails and good overall accuracy. Ezxperimental results
on two commonly-used datasets prove that HMA-Depth
can loutperform the existing approaches. Code is avail-
able”.

1 Introduction

Depth sensing is an important technique for vari-
ous applications [1, 2, 3], such as 3D reconstruction,
autonomous driving, augmented reality, etc. Although
there have existed various types of depth sensors like
the structured-light 3D scanner and the time-of-flight
camera, they have the following drawbacks [4]. Firstly,
the resolution and sensing range of the existing 3D sen-
sors are very limited. Secondly, 3D sensors usually cost
significantly more than 2D cameras. Thirdly, 3D sen-
sors also cause higher power consumption, which is a
big concern for mobile devices. Therefore, to over-
come these limitations, monocular depth estimation
has drawn a lot of attention.

Monocular depth estimation is a process that ob-
taining the depth map from a single 2D image. monoc-
ular depth estimation is a very challenging task [5, 6],
since one 2D image could be matched with infinite
3D scenes. However, with the rapid development of
deep learning theories and convolutional neural net-
works (CNNs) in recent years, many encouraging works
[7, 8, 9, 10] have emerged, showing greatly-improved
results on mainstream datasets (e.g., KITTI [11] and
NYU V2 [12)).
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In the encoder-decoder-based computer vision tasks,
there usually is a trade-off between preserving the
fine details and achieving a good understanding of the
global context [13, 14]. Due to the model structure
and the mechanisms of convolutions, CNNs are good
at keeping local information while are relatively weak
at extracting global knowledge. Therefore, when we
need a model that can well analyze the relationships
among all the objects in the image, which is necessary
for depth estimation, we have to down-scale the input
image to let the model better learn the overall informa-
tion. However, at the same time, prediction with the
down-scaled image will also lose some details that are
too small to analyze. On the contrary, when fine details
are required, we prefer the large-scaled image, which,
however, often leads to poor overall accuracy. A com-
mon solution is to use the images with multiple scales
and combine their predictions together [13, 15]. How-
ever, most of the existing methods simply use some
operations like averaging or max pooling, which are
actually combining good predictions with poorer ones
and, therefore, are not theoretically optimal.

To address the aforementioned problems, we pro-
pose a new monocular depth estimation model called
hierarchical multi-scale attention-based depth estima-
tion network (HMA-Depth) in the paper. We follow
the encoder-decoder scheme, which is commonly used
in computer vision tasks. In addition, an atrous spa-
tial pyramid pooling (ASPP) module [16], which uses
convolutional kernels with different dilation rates, is
adopted to improve the feature quality. To enable the
multi-scale depth estimation, we upsample the initial
feature to larger scales, for some of which we attach
a pair of depth estimation head and attention gener-
ation head to the corresponding features. The depth
head gives the depth map and the attention head is for
choosing (using a weight map A in which every weight
A; € ]0,1]) the preferred regions in the generated depth
map. Inspired by some semantic segmentation meth-
ods [17, 14], we adopt a hierarchical design for the at-
tention heads, in which ZAEA A; = 1, where i is an
arbitrary point on the attention map A and A is the
whole attention map set. The final result of depth esti-
mation is a weighted sum of all depth maps generated
at different scales.

As mentioned above, depth estimation at different
scales has different advantages and disadvantages. We
notice that the attention maps can accurately pick up
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Figure 1. Depth estimation with hierarchical multi-scale attention. (a) and (b) are two local details that need
prediction at large scale (1x), while (¢) and (d) need a good overall understanding about the relationships
among objects, where prediction at small scale (0.125x) is preferred.
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Figure 2. Network architecture. (a) The HMA-
Depth model. (b) Details of the decoder block.

the advantages of the prediction at each scale. As
shown in Fig. 1, the prediction at a larger scale (1x) is
good at details, e.g., (a) the handle and (b) the edge,
while the prediction at the small scale (0.125x%) is good
at global understanding, e.g., (¢) the ground near the
camera and (d) the wall far away. After the weighted
sum, we can get a depth estimation with both details
and overall accuracy.

In sum, our contributions are three-fold:

e We design a network that can generate features
at different scales, each of which provides different
information about the input image.

e A hierarchical multi-scale attention (HMA) mod-
ule is adopted to generate depth estimations with
both good local details and overall accuracy.

e An ablation study is conducted to find the optimal
parameters for the HMA module.

2 Method
2.1 Network Architecture

As shown in Fig. 2 (a), the proposed HMA-Depth
model follows the encoder-decoder scheme, in which
the backbone module is the encoder part and the re-
maining modules are the decoder part. The input of
the network is a single RGB image with original res-
olution R = H x W. As the encoder part, we use
a CNN model as the backbone to obtain the feature
maps at different scales (the features generated by the
last layer of the backbone as well as the intermediate
features), of which the heights and widths are equally
down-sampled and the resolutions are H/32 x W/32,
H/16xW/16, H/8xW /8, H/4xW/4, and H/2x W /2
(we will only use H/s to represent the scales for short
and s € S = {1,2,4,8,16,32}), respectively. The di-
rect output from the backbone will be up-sampled to
larger scales and be concatenated with the skip connec-
tion from the intermediate features of the backbone.
We use the bilinear interpolation and a 3 x 3 convo-
lutional layer for the up-sampling process. Besides,
an ASPP module is utilized for contextual information
extraction. Similar to [15], we set the dilation rates of
ASPP module as r € {3,6,12,18,24}.

The output feature from ASPP will be further up-
sampled several times. After each upsampling process,
there is a convolutional module to process the features,
which is a 3 x 3 convolutional layer for scale H/4 and
H/2 (the first two Conwvs in Fig. 2(a)) and a 1 x 1 con-
volutional layer for resolution H (the last Conv). For
the feature H/s with s € S = {1, 2,4, 8}, we attach the
decoder block to analyze the scaled features, which can
output the weighted depth map for each scale. We will
explain the decoder block in detail in the next subsec-
tion. Finally, all four weighted depth maps are added
together to generate the final output.

As for the loss function, we adopt the scale-invariant
error proposed by Eigen et al [13], which calculates the
error between a predicted depth map y and ground
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Figure 3. Depth and attention maps generated at different scales.

truth y* as follows:
Loss = =37 g2 = 2( g2 1)
e b i l

where ¢g; = logy; —logy; and A € [0,1]; n indicates the
number of pixels that have valid depth values. Similar
to [15], we set A = 0.85 to minimize the variance of
the error.

2.2 Hierarchical Multi-Scale Attention

As shown in Fig. 2 (b), the decoder block can gener-
ate the depth map D and the attention map A, respec-
tively with the depth head and attention head. The
depth map is the depth estimation using the features
at the corresponding scales, while the attention map
can extract the preferred regions for each depth map,
according to the image contents and the characteris-
tics of the predictions at the corresponding scale. We
use Dy g, Dpya, Dyje and Dy to represent the scaled
depth maps, and Ag/s, Ap/s, Ap/e and Ag to indicate
the attention maps for the corresponding prediction. In
our implementation, each depth head has two 3 x 3 and
one 1 x 1 convolutional layers; each attention head has
one 3 x 3 and one 1 x 1 convolutional layers.

A problem is how to combine the predictions at dif-
ferent scales. In our method, we adopt a hierarchical
design to generate the weight masks, as shown below.

Mpys = Apyss (2)
Mpyja= Apja(l— Apys) (3)
Muso = Apsp(l— Anys)(1— Apya) (4)
My = (1—Ans)(1— Ana)(1— Anje) (5)

It can be seen that the prediction at each scale needs to
pay different attention to the regions of the input im-
age. Specifically, the sum of the masks is 1, which is a
matrix with all elements equal to 1 (as shown in Fig. 3,
where the white regions, i.e., the areas with attention,
are complementary among mask images and the sum

of masks would be a whole white image, which means
all areas in the image can be covered by amplifying the
benefits of each scales).

Then the scaled depth maps and masks are element-
wise multiplied into the weighted depth map D™ and
the final depth map Dgya) is obtained by summing up
the weighted depths of all predictions, which can be
represented as follows:

Diiyar = »_, M- D7 (6)
seSs’

In addition, we provide the visualization of the
depth maps and attention maps for each scale in Fig. 3.
We can see that the attention module can reasonably
choose the preferred regions for each scale. A trend is
that the model pays more attention to the depth values
in small-scaled predictions, while relies on the large-
scaled predictions for fine details, such as the edge and
local information, which conforms to the intention of
the network design.

3 Experiment

To have a complete evaluation of the HMA-Depth
model, we conduct several different experiments on two
commonly-used datasets, i.e., KITTI dataset [11] and
NYU V2 dataset [12], and the results are compared
with the state-of-the-art approaches.

3.1 Implementation

PyTorch [18] is adopted to implement our network.
The number of the epoch is set as 50 and the batch size
is 16. We use a server with four NVIDIA V100 32G
GPUs for all the experiments.

The backbone network is used to extract the dense
feature. To prove the effectiveness of our network, we
use multiple networks as the backbone network, includ-
ing ResNet 50 [19], ResNeXt 50 [20], DenseNet 121
[21], and DenseNet 161 [21]. To avoid over-fitting, we
adopt data augmentation techniques including random



Table 1. Quantitative results on KITTI dataset

Higher is better Lower is better

Methods 5 % 5 | AbsRel RMSE RMSElog
Make3D [22] 0001 0820 0026 | 0280 8.731 0301
Eigen et al.[13] 0702 0.898 0967 | 0203  6.307 0282
Liu et al[23] 0680 0.898 0967 | 0201 6471 0273
Kuznictso cf al [24] | 0.862 0960 0086 | 0.113 4621  0.189
Yin et al. [25] 0938 099 0998 | 0072 3258 0117

DORN [5] 0932 0984 0994 | 0.072  2.727 0.120
BTS-ResNet 50 [15] 0.950 0.991 0.998 | 0.062 2.878 0.101
BTS-DenseNet 161 [15] | 0.952  0.992 0.998 | 0.062 2.871 0.094
Ours-ResNet 50 0.953  0.992 0.998 | 0.062 2.870 0.096
Ours-ResNeXt 50 0.951  0.992 0.998 | 0.062 2.867 0.094
Ours-DenseNet 121 0.952  0.991 0.998 | 0.063 2.874 0.096
Ours-DenseNet 161 0.955 0.993 0.998 | 0.060  2.850 0.092

Table 2. Quantitative results on NYU V2 dataset

Higher is better [ Lower is better

Methods ‘

R 02 d3 | AbsRel RMSE  Togl0

Make3D [22] 0.447  0.745  0.897 [ 0.349 1.214 -

Wang et al. [26] 0.605 0.890  0.970 | 0.220 0.824 -
Liu et al. [23] 0.650 0.906 0.976 | 0.213 0.759  0.087

Eigen et al. [13] 0.769  0.950 0.988 | 0.158 0.641 -
Li et al. [27] 0.621  0.886 0.968 | 0.232 0.821  0.094
Laina et al. [28] 0.811 0.953 0.988 | 0.127 0.573  0.055
DORN [5] 0.828 0.965 0.992 | 0.115 0.509  0.051
Yin et al. [25] 0.875 0.976  0.994 | 0.108 0.416  0.048

BTS-ResNet 50 [15] 0.862  0.975  0.994 0.120 0.421 0.051
BTS-DenseNet 161 [15] | 0.879 0.980 0.995 0.112 0.399  0.048
Ours-ResNet 50 0.866  0.977 0.994 0.118 0.417  0.050
Ours-ResNeXt 50 0.862  0.976  0.994 0.121 0.419  0.051
Ours-DenseNet 121 0.865 0.974  0.993 0.121 0.421  0.051
Ours-DenseNet 161 0.882 0.980 0.996 | 0.110 0.394 0.047

Table 3. Ablation results
\ Higher is better Lower is better
Methods

[ & 0o 03 | AbsRel RMSE Togl0
Base 0.866 0.977 0.994 | 0.118 0.417 0.050
3-scale w/o H 0.866 0.975 0.994 0.120 0.417  0.051

3-scale w/o H/8 0.864 0975 0.994 | 0.121 0.418  0.051
4-scale w/o attention | 0.855 0.974 0.993 | 0.123 0.049  0.052

horizontal flipping and rotation, as well as color ad-
justment. As for the image size, we crop the image to
352 x 704 for the KITTI dataset and 416 x 544 for the
NYU V2 dataset.

3.2 Performance Evaluation

The quantitative results of the evaluation on the
KITTI dataset are shown in Table 1. It can be seen
that the proposed method outperforms other methods
on most metrics except for a slight disadvantage on the
root mean square error (RMSE) metric. Also, we can
see that ResNet 50, ResNeXt 50, and DenseNet 121
are with similar performance, while DenseNet 161 can
achieve the best performance due to its bigger capacity.

We also show the quantitative results on the NYU
V2 dataset in Table 2. According to the results, the
proposed method shows better performance for all met-
rics except a slight disadvantage on the absolute rela-
tive error (AbsRel). Fig. 4 gives some qualitative re-
sults. We can see that, HMA-Depth can better under-
stand the relationship among objects (as the walls in
the first and second rows), and it can extract better
local details (the bookshelf in the third row).

3.3 Ablation Study

To look for the optimal parameters, we conduct
an experiment with three variants of the HMA-Depth

Input
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Figure 4. Visualization results of NYU V2 dataset

model. The first two are variants using three scales,
rather than four scales, by removing scale H and H/8,
respectively. In addition, we make another variant by
removing all the attention modules to show the signifi-
cance of hierarchical multi-scale attention, in which the
final output is the average of all intermediate predic-
tions. For all variants as well as the base model, we
use ResNet 50 as the backbone network and compare
their performance on the NYU V2 dataset. The results
are shown in Table 3. We can see that the base model
achieves the best performance in all the metrics, which
demonstrates the effect of multi-scale attention.

4 Conclusion

In this paper, we propose a novel network architec-
ture named HMA-Depth that uses a hierarchical multi-
scale attention mechanism for monocular depth estima-
tion. For the multi-scale depth maps, attention mod-
ules generate the weight masks, indicating which re-
gions in each depth map the model is paying attention
to. The experimental results prove the effectiveness of
HMA-Depth and show that HMA-Depth outperforms
the state-of-the-art methods. However, according to
the qualitative results of both KITTI dataset and NYU
V2 dataset, we observe that it is not smooth enough
on some object surfaces. In the future work, we plan
to utilize semantic segmentation results in the depth
estimation task, aiming to improve the performance
further.
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