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Abstract

This paper proposes a method for crack segmen-
tation on low-resolution images. Detailed cracks on
their high-resolution images are estimated by super
resolution from the low-resolution images. Qur pro-
posed method*! optimizes super-resolution images for
the crack segmentation. For this method, we propose
the Boundary Combo loss to express the local details of
the crack. FExperimental results demonstrate that our
method outperforms the combinations of other previous
approaches.

1 Introduction

Detecting cracks in buildings and pavements (Fig. 1)
is important for preventive maintenance. Since these
cracks are widely distributed over the huge surfaces of
objects, it is not easy to inspect all of these cracks.

This inspection can be achieved by pixelwise binary
segmentation in observed images. Various Semantic
Segmentation (SS) models such as Fully-Convolutional
Networks (FCN) [1] are proposed with deep learning.
Compared to general SS, crack segmentation is more
challenging, even though it is just binary classification.
The reasons are as follows: (1) class imbalance due to
the small number of crack areas, (2) ambiguous and
complex boundaries, and (3) the small difference in
contrast between the crack and its surrounding pixels
due to shadows and so on. The class imbalance prob-
lem is particularly serious, and is called the “all-black”
issue because the generated images turn black.

Furthermore, previous methods for crack segmenta-
tion are validated with High-Resolution (HR) image
datasets such as CRACK500 [2]. However, in general
real-world applications, images may be Low-Resolution
(LR) due to several restrictions. For example, the cam-
era performance is limited in high-temperature envi-
ronments such as furnaces. Images must be taken from
a distance by a drone for safe flight.

This paper proposes a method for crack segmenta-
tion on LR images, which provides the same quality of
segmentation results as those obtained on HR images
by utilizing Super Resolution (SR). In addition to au-
tomatic inspection, the reconstructed SR image is also
useful for human-interpretable inspection by experts.
Sample results are shown in Fig. 1.
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Figure 1: Samples in the Khanhha dataset [3], and
crack segmentation results on these images.

2 Related Work

Image Super Resolution: Image SR [1-(] recon-
structs a HR image from its LR image. Among re-
cent SR methods [7-11], DBPN [12, 13] achieves accu-
rate reconstruction by iteratively projecting and back-
projecting the interrelationships between LR-HR im-
age pairs. In this paper, DBPN is used as a baseline.
Semantic Segmentation: SS [11-17] identifies the
semantic classes of pixels. FCN [1] consisting of only
convolutions employs intermediate local features to im-
prove the details of segmentation. Based on FCN, U-
Net [18] uses skip connections to further improves the
local details. Our method uses U-Net as a baseline.
Crack Detection: FPHBN [19] solves the all-black
issue so that erroneous results in global features are
reflected in local features. In CrackGAN [l], DC-
GAN [20] is used to suppress the all-black issue. While
these methods [1, 19] cope with the all-black issue
by designing the network architecture, a carefully-
designed loss function can also resolve the all-black
issue. In [21], the Dice loss [22] improves segmenta-
tion near crack boundaries [23]. The Weighted Cross
Entropy (WCE) [18] can also be useful [24].
End-to-End Joint Learning: For example, in auto-
matic speech recognition, preprocessing enhancement
and recognition are optimized jointly for improving ro-
bustness [25-27]. In computer vision, TDSR [28] im-

*1 We release code for CSSR at https://github.com/Yuki-11/CSSR
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Figure 2: Implementation of CSSR in LR images. HR segmentation is done by end-to-end learning of SR and SS
networks with the Boundary Combo loss proposed in Sec. 3.2.

proves object detection by joint learning of SR and de-
tection. Our proposed method is based on TDSR for
improving crack segmentation in LR images.

3 Crack Segmentation with SR (CSSR)
3.1 Network Architecture

The architecture of our method is shown in Fig. 2.
A HR image enlarged by SR is fed into an SS network,
which predicts the HR segmentation result.
SR Network: Our method uses the 6-stage dense-
DBPN [12], where each stage has one upsampling layer
and one downsampling layer. By stacking these stages,
projection and inverse projection are performed itera-
tively for augmenting SR features.
SS Network: While our SS network is based on U-
Net, it has two differences from the original. First,
3 x 3 conv layers in VGG-16 [29] pre-trained by Image-
Net [30] are used in the encoder because the effective-
ness of fine-tuning is validated in U-Net [31] as well
as in many other networks. Secondly, the 2 x 2 de-
conv layer used for upsampling is replaced by the pixel
shuffle layer, which is faster and more accurate.

3.2 Boundary Combo Loss

To cope with the all-black issue, we pay attention
to medical image segmentation where local and tiny
objects such as cancers and tumors are detected, and
the same class-imbalance problem is critical.

The Boundary loss [23], proposed for medical image
segmentation, focuses on local properties around crack
boundaries. Specifically, the Boundary loss computes
the distance-weighted 2D area between the ground-
truth crack and its estimated one, which becomes zero
in the ideal estimation, as follows:
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where G and S denote the pixel sets of the ground-
truth crack and its estimated one, respectively. p and
gas(p) denote a point on boundary dG and its corre-
sponding point on boundary 95, respectively. ggs(p)
is an intersection between 0S and a normal of JG at
p. AS = (S/G)U(G/S) is the mismatch part between
G and S. Dg(p) is the distance map from G. s(p) and
g(p) are binary indicator functions, where s(p) = 1 and
g(p) =1if p € S and p € G, respectively. ¢c(q) is the
level set representation of boundary 0G: ¢ = —Dg(q)
if g € G, and ¢ = Dg(q) otherwise. 2 denotes a pixel
set in the image. The second term in Eq. (2) is omit-
ted as it is independent of the network parameters. By
replacing s(p) by the network softmax outputs sy(p),
we obtain the Boundary loss function below:
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Since the Boundary loss falls into local minima due
to class imbalance, it is employed with other losses such
as CE-based losses (e.g., WCE) and region-based losses
(e.g., Dice). In the literature, however, only simple
combinations with two losses are explored. This paper
further verifies the effectiveness of more complemen-
tary losses. We pay attention to the Combo loss [32],
which is the weighted sum of WCE and Dice, that copes
with imbalance. The Combo loss might improve tiny
region segmentation because (1) WCE explicitly adjust
the balance between false-positives and false-negatives
and (2) Dice avoids local minima due to imbalance.

Based on the above discussion, we propose two loss
functions. The first one consists of the Boundary loss
and the Combo loss. This loss is called the Boundary
Combo (BC) loss expressed by Eq. (3). In the sec-
ond one, Dice in the Combo loss is replaced by the
Generalized Dice (GDice) loss [33], which is called the
Generalized Boundary Combo (GBC) loss in Eq. (4).

Lpc=alp+ (1 —a)[(1—7)Lpice +VLwer(Wpos)]  (3)
Lo =alp+ (1—0a)[(1—7)Lepice + YLwcE(Wpos)] (4)

where «,7,wpos € [0,1) are coefficients. « with the
initial value of 0.01 is increased by 0.01 per epoch, ~
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Figure 5: IoU vs. confidence threshold by different
losses.

balances Lpice and Ly cg, and wpes is the weight for
positive class.

3.3 Losses for Joint Learning

L1 loss Lsr (Eq. (5)) and the segmentation loss
function Lgs (Egs. (3, 4)) are used for SR and SS,
respectively.

1
Lsp = I > Msr(i) = Tur()], (5)
iel

where Igg and Iy r denote the reconstructed SR image
and its ground-truth HR image, respectively. I is a
set of pixels in a HR image. With the weighted sum
of these two loss functions, £ for the entire model is
defined as expressed by Eq. (6):

L=1-pB)Lsr+B(Lss), (6)

where 8 € [0,1] is a weight. Lgr and Lgg in Fig. 2
show where the two loss functions are calculated.

4 Experimental results

Datasets: We used the Khanhha dataset [3],
which contains the following original datasets:
CRACKS500 [2], GAPs [34], CFD [35], AEL [30], crack-
tree200 [37], DeepCrack [38], CSSC [39] and CrackFor-
est [35]. As shown in Fig. 1, a variety of images and an-
notations (e.g., thin and thick) are included. We used
this combined dataset for validating the robustness to
the change in image and annotation characteristics.
For making the Khanhha dataset, images with arbi-
trary sizes were cropped from each image in the original
datasets, and resized to 448 x 448 pixels. In total, the
Khanhha dataset consists of 9,603 training images and
1,695 test images. In our experiments, 481 validation
images were excluded from the training images. These
images are regarded as HR images. Each HR image is
downsampled using Bicubic to 112 x 112 pixels. This
LR image is fed into each method.
Evaluation: The quality of the SR image is evalu-
ated by PSNR. The metrics for evaluating SS are IoU
and AIU [19]. AIU is an averaged IoU overall confi-
dence thresholds for predictive segmentation. Since the
dataset includes images with no crack and IoU cannot
be computed properly in such images, IoU is computed
with a small constant € in its denominator for numeri-
cal stability.
Training details: The learning rate is le-5, the
batch size is 6, iteration is 100k, and the optimizer
is Adam [40] . Data augmentation is done by random
mirroring, photometric distortion, and random crop-
ping with random scales.

4.1 Loss function and 5 Analysis

We evaluate the change in segmentation accuracy
with different loss functions and S used for CSSR. Six
loss functions are evaluated: (A) Dice [21,22] (Lgs =
Lpice), (B) Boundary + GDice [23] (Lss = (1—a)Lp+
alapice), (C) BCL (Eq. (3) with wpes = 19/20,v =
1/2), (D) BC2 (Eq. (3) with wpes = 1/2,7 =1/2), (E)
GBCI1 (Eq. (4) with wpes = 19/20, = 1/2), and (F)
GBC2 (Eq. (4) with wpes = 1/2,7 = 1/2). Note that
“(C) and (D)” and “(E) and (F)” are our BC and GBC
losses with different parameters, respectively.

Figure 3 and 4 show the change depending on 5. The
accuracy of SR decreases monotonically with all losses
except BC2 in Fig. 3. Our BC1, GBC1, and GBC2 are
superior to the others. The optimal 3 for SS differs
among the losses in Fig. 4. Among the maximum [
values of all six losses, BC2, GBC1, and GBC2 are
better than the other conventional losses.

The relationship between the confidence threshold
and IoU when optimal S is set for each loss is shown
in Fig. 5. In this result, the maximum value of IoU
is also higher than that of the conventional losses, sug-
gesting that the threshold-independent property of IoU
in GBC is caused by GDice loss.
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4.2 Model Comparison

Figure 6 and Table 1 show the results of the model
comparison. The models are (a) SS in HR: HR image is
fed into SS network, (b) Bicubic — SS: Image enlarged
from LR images by Bicubic is fed into SS network, (c)
SS — Bicubic: Segmentation image is magnified by
Bicubic, (d) SR — SS: LR image is fed into SR and
SS networks trained independently, (¢) SS — SR: LR
image is fed into SS and SR networks trained indepen-
dently, (f) CSSR (SR — SS): Our method with jointly
trained SR and SS networks shown in Fig. 2, and (g)
Inverse CSSR. (SS — SR). Note that LR images are fed
into all models except (a). All of these models use the
BC2, which got the best IoU in Fig. 5.

AIU of (f) CSSR is quite close to that of (a). The
SR quality of (f) is also good (i.e., the second-best in
Table 1), while the best score is obtained by (d). That
is natural because the SR network is trained only for
SR in (d), while (f) is trained jointly with SS. In Fig. 6,
the max IoU of (f) is sufficiently high compared to (a);
0.571 vs. 0.587. Furthermore, (g) obtains a higher ATU
than (a), while (g) cannot give us SR images.

SR images reconstructed by these models are shown
in Fig. 7. (f) CSSR provides segmentation results closer
to GT. In particular, subtle cracks are also detected by
(f). This detail reproduction is vital in the inspection.
This is because, from the viewpoint of fracture mechan-
ics [41], crack length, direction and aperture are vital
factors for inspection. Detailed segmentation by CSSR
can reduce the risk of overestimating a structure’s life-
time from the viewpoint of practical use. Also, the SR
images of (f) are reliable enough to be used for human-
interpretable inspection by experts.
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Figure 7: Qualitative comparison of our models with other models.
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Figure 6: IoU vs. confidence threshold comparison
among different models for crack segmentation.

Table 1: Quantitative evaluation of models. Red and
blue indicate the best and the second best, respectively.

Model [ PSNR [dB] AIU

(a) SS in HR - 0.525

(5) Bicubic — SS 27.6 0.243
(c) SS — Bicubic - 0.447
(d) SR — SS 29.0 0.496

(e) SS — SR - 0.499

(f) CSSR (SR — SS) 28.5 0.518
(g) CSSR (SS — SR) - 0.558

5 Conclusion

We proposed Crack Segmentation with SR (CSSR)
for HR crack segmentation from LR images. Joint
learning with the Boundary Combo loss allows CSSR to
be comparable to segmentation on HR images. Future
work includes experiments on more realistic scenarios
(e.g., using realistic blur kernels). CSSR can be ex-
tended to videos [42,43] for more robust segmentation.
This work was supported by JSPS KAKENHI Grant
Number 19K12129.
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