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1 Evaluation Metrics

In our paper，distance metric and percentage metric
are used as evaluation metrics．

The distance metric consists of accuracy, complete-
ness, and overall. The reconstructed point cloud is the
set R and the ground truth point cloud is the set G.
Accuracy, completeness, and overall are formulated as:

Accuracy =
1

|R|
∑
r∈R

er→G (1)

Completeness =
1

|G|
∑
g∈G

eg→R (2)

Overall =
Accuracy + Completeness

2
(3)

where er→G and eg→R are the distance from the recon-
structed point r to the ground truth point cloud G and
the distance from the ground truth point g to the re-
constructed point cloud R, respectively. Each distance
are defined as:

er→G = min
g∈G

∥r − g∥ (4)

eg→R = min
r∈R

∥g − r∥ (5)

The percentage metric consists of precision, recall,
and F-score, which are defined as:

Precision =
100

|R|
∑
r∈R

[er→G < d] (6)

Recall =
100

|G|
∑
g∈G

[eg→R < d] (7)

Fscore =
2× Precision×Recall

Precision+Recall
(8)

where [·] is the Iverson bracket, which is 1 if the propo-
sition is true, and 0 if it is false. d is a pre-defined
threshold. The percentage metric evaluates the per-
centage of points with errors less than d.

2 Experiments

2.1 Trainning on BlendedMVS

The BlendedMVS [1] is a multi-view stereo dataset
consisting of 113 scenes and about 17,000 images in

total. In the process of creating the dataset, a mesh
model is first generated from multi-view images, and
then a rendered image and its depth map are gen-
erated from the same viewpoint as the images. The
high-frequency components of the generated images are
combined with the low-frequency components of the
original images to produce a training image that incor-
porates the effects of ambient light while maintaining
the accurate depth maps and camera parameters.

2.2 Implementation

The number of input images N is 3, and the image
resolution is 768 × 576. The depth sample number D
is set to 128. The learning rate is set to 0.001, which
is multiplied by 0.9 for every 10, 000 steps. The batch
size is set to 1. We trained our model on an NVIDIA
TITAN RTX up to 6 epochs.

2.3 Tanks and Temples Benchmark

The evaluation results on the Tanks and Temples
Benchmark [2] are shown in Table 1. The proposed
method outperformed the F-score of the comparison
method in all scenes.

3 Network Architecture

The detailed architecture of our proposed network is
shown in Table 2. We used the same feature extractor
for our method and R-MVSNet+DC to fairly compare
the regularization of both methods.
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Table 1. Quantitative results on the Tanks and Temples Benchmark [2] for models trained with the Blend-
edMVS [1]. We implemented R-MVSNet [4] using Dynamic Consistency Checking [3] and denoted it as
R-MVSNet+DC. L.H. and P.G. are abbreviations for Lighthouse and Playground, respectively.

Percentage Metric (%)
Mean Family Francis Horse L.H. M60 Panther P.G. Train

R-MVSNet+DC 55.22 70.71 49.56 42.98 58.90 57.09 54.69 59.43 48.44
Ours 56.89 72.42 50.93 44.58 60.78 58.95 56.43 59.84 51.20

Table 2. The detailed architecture of our proposed network. We denote the 2D convolution as Conv and the
2D deconvolution as Deconv. GR is an abbreviation for the Group normalization and the Relu. K is the
kernel size, S is the stride, and N, H, W, and D are the number of input images, image height, width, and
depth sample number, respectively.

Input Layer Output Output Size
Image Feature Extraction

{Ii}N−1
i=0 H ×W × 3

Ii ConvGR, K=3× 3, S=1 2D0 1 H ×W × 8
2D0 1 ConvGN, K=3× 3, S=1 2D0 2 H ×W × 8
Ii ConvGR, K=3× 3, S=2 2D1 0 1

2H × 1
2W × 16

2D1 0 ConvGR, K=3× 3, S=1 2D1 1 1
2H × 1

2W × 16
2D1 1 ConvGR, K=3× 3, S=1 2D1 2 1

2H × 1
2W × 16

2D1 0 ConvGR, K=3× 3, S=2 2D2 0 1
4H × 1

4W × 32
2D2 0 ConvGR, K=3× 3, S=1 2D2 1 1

4H × 1
4W × 32

2D2 1 ConvGR, K=3× 3, S=1 2D2 2 1
4H × 1

4W × 32
2D2 0 ConvGR, K=3× 3, S=2 2D3 0 1

8H × 1
8W × 64

2D3 0 ConvGR, K=3× 3, S=1 2D3 1 1
8H × 1

8W × 64
2D3 1 ConvGR, K=3× 3, S=1 2D3 2 1

8H × 1
8W × 64

2D3 0 ConvGR, K=3× 3, S=2 2D4 0 1
16H × 1

16W × 128
2D4 0 ConvGR, K=3× 3, S=1 2D4 1 1

16H × 1
16W × 128

2D4 1 ConvGR, K=3× 3, S=1 2D4 2 1
16H × 1

16W × 128
2D4 2 DeconvGR, K=3× 3, S=2 2D5 0 1

8H × 1
8W × 64

[2D3 2, 2D5 0] ConvGR, K=3× 3, S=1 2D5 1 1
8H × 1

8W × 64
2D5 1 ConvGR, K=3× 3, S=1 2D5 2 1

8H × 1
8W × 64

2D5 2 DeconvGR, K=3× 3, S=2 2D6 0 1
4H × 1

4W × 32
[2D2 2, 2D6 0] ConvGR, K=3× 3, S=1 2D6 1 1

4H × 1
4W × 32

2D6 1 ConvGR, K=3× 3, S=1 2D6 2 1
4H × 1

4W × 32
2D6 2 DeconvGR, K=3× 3, S=2 2D7 0 1

2H × 1
2W × 16

[2D1 2, 2D7 0] ConvGR, K=3× 3, S=1 2D7 1 1
2H × 1

2W × 16
2D7 1 ConvGR, K=3× 3, S=1 2D7 2 1

2H × 1
2W × 16

2D7 2 DeconvGR, K=3× 3, S=2 2D8 0 H ×W × 8
[2D0 2, 2D8 0] ConvGR, K=3× 3, S=1 2D8 1 H ×W × 8

2D8 1 ConvGR, K=3× 3, S=1 2D8 2 H ×W × 8
2D8 2 ConvGR, K=3× 3, S=2 2D9 0 1

2H × 1
2W × 16

2D9 0 ConvGR, K=3× 3, S=1 2D9 1 1
2H × 1

2W × 16
2D9 1 ConvGR, K=3× 3, S=1 2D9 2 1

2H × 1
2W × 16

2D9 2 ConvGR, K=3× 3, S=2 2D10 0 1
4H × 1

4W × 32
2D10 0 ConvGR, K=3× 3, S=1 2D10 1 1

4H × 1
4W × 32

2D10 1 Conv, K=3× 3, S=1 Fi
1
4H × 1

4W × 32
Homography Warping & Cost Metric

{Fi}N−1
i=0 , d Differentiable Homography Warping {Vi(d)}N−1

i=0
1
4H × 1

4W × 32

{Vi(d)}N−1
i=0 Variance Cost Metric C(d) 1

4H × 1
4W × 32

Bi-directional GRUs Regularization

C(d) GRU, K=3× 3, S=1 Cf,b
0 (d) 1

4H × 1
4W × 16

Cf,b
1 (d) GRU, K=3× 3, S=1 Cf,b

2 (d) 1
4H × 1

4W × 4

Cf,b
2 (d) GRU, K=3× 3, S=1 Cf,b

r (d) 1
4H × 1

4W × 2
[Cf

r (d), C
b
r(d)] Conv, K=3× 3, S=1 Cr(d)

1
4H × 1

4W × 1
Probability Volume Construction

Cr(d)}D−1
d=0 Softmax P D × 1

4H × 1
4W × 1


