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Abstract
Plant Phenomics based on imaging based techniques

can be used to monitor the health and the diseases of
plants and crops. The use of 3D data for plant phe-
nomics is a recent phenomenon. However, since 3D
point cloud contains more information than plant im-
ages, in this paper, we compare the performance of
different keypoint detectors and local feature descrip-
tors combinations for the plant growth stage and it’s
growth condition classification based on 3D point clouds
of the plants. We have also implemented a modified
form of 3D SIFT descriptor, that is invariant to rota-
tion and is computationally less intense than most of
the 3D SIFT descriptors reported in the existing liter-
ature. The performance is evaluated in terms of the
classification accuracy and the results are presented in
terms of accuracy tables. We find the ISS-SHOT and
the SIFT-SIFT combinations consistently perform bet-
ter and Fisher Vector (FV) is a better encoder than
Vector of Linearly Aggregated (VLAD) for such appli-
cations. It can serve as a better modality.

1 INTRODUCTION
Increasing world population and the loss of arable

land due to various climatic and man made factors have
necessitated the development of modern tools and tech-
niques for increasing crop yield [1]. Plant phenotyping
is a field of plant science dealing with the measurement
of phenomes and how they change in reaction to genetic
and environmental changes.

In recent years, non-invasive image-based high-
throughput plant phenotyping has emerged as an im-
portant field of computer vision research [2]. Measure-
ments of plant features such as biomass, size and incli-
nation, and leaf width, length, and area can be done us-
ing two dimensional (2D) [3] or three dimensional (3D)
models of the plant at different scales [4]. However,
approaches based on 2D models have many limitations

since features such as the angle, thickness, and orien-
tation could not be represented using such models. To
overcome these issues associated with 2D models, 3D
models could be used for plant phenotyping.

3D modeling for plant phenotyping consists of two
steps [2]. The first step consists of localization and
mapping. Here, we define the sensors’ poses and com-
pute the scene 3D model. The second step is the un-
derstanding step. Here, we detect the plant, segment
and classify its parts and perform the measurements.
To do this, we need to extract features of interest in the
plant. The features can be global or local, however lo-
cal features have been proven more successful in vision
tasks like 3D object categorization and recognition.

Extraction of local features has two main steps of de-
tection of keypoints and description of patches around
these keypoints. In the keypoints detection stage,
points having rich information content identified. De-
tection of keypoints (or interest points) is important for
reducing the amount of computation required in com-
puter vision applications dealing with 3D point clouds
because of huge amount of data points present in such
point clouds and the high computational cost of de-
scriptors. Once the keypoints are detected, descrip-
tors are extracted for these keypoints. A number of
3D keypoints detectors and descriptors such as Har-
ris [5], Scale-Invariant feature transform (SIFT) [6],
intrinsic shape signatures (ISS) [7], signatures of his-
tograms (SHOT) [8], etc., have been proposed in the
literature.

This work is motivated by the need to quantitatively
compare the performance of different keypoint detec-
tors and local feature descriptors for plant health and
growth monitoring. Although, there are studies in the
existing literature comparing the performance of 3D
keypoint detectors and/or feature descriptors, they all
almost either compare either the keypoints detectors
or the feature descriptors in certain specific applica-
tions [9]. To the best of our knowledge, there is no
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work in the existing literature that deals specifically
with the performance evaluation of the keypoints de-
tectors and the local feature descriptors as applied to
3D point cloud data in the context of plant health clas-
sification and plant growth analysis. Working with 3D
point cloud data in the context of plant health clas-
sification and plant stress analysis offers special chal-
lenges:
• Plants are made up of very fine structures that

makes it very difficult to make a perfect scan.
Thus the keypoint detectors local feature descrip-
tors have to be robust to noise and holes present
in the point cloud data.

• The lighting conditions in farming keep changing,
offering different illumination conditions, thus,
making it very difficult to use the color informa-
tion for decision making.

In summary, in this paper, we consider three most com-
mon 3D keypoints detectors, viz, Harris3D, 3D SIFT
and ISS along with two prominent local feature descrip-
tors, viz, 3D SIFT and SHOT. We have also modified
the 3D SIFT descriptor, such that it is invariant to
rotation. We provide a quantitative comparison and
analysis of these and investigate how they perform in
combinations.

The remainder of the paper is organized as follows.
Section II gives a brief overview of the related work.
We give a description of the keypoints detectors and
the local feature descriptors that we have considered
for evaluation in Section III. performance evaluation is
provided in Section IV. Finally, in Section V, we pro-
vide some perspectives and conclude the paper.

2 Related Works
A number of methods have been proposed for cre-

ating 3D models for plants. Early approaches for 3D
digitization of plants used laser scanning using LiDAR
devices [10], Time-of-Flight cameras [11], Multi-View
Stereo (MVS), etc. A 3D reconstruction of plant using
MVS and free moving cameras was proposed in [2] for
solving the occlusion problem.

After making suitable 3D reconstruction of plants
with good resolution, we can extract features of inter-
est in the plants. Different traits like plant volume,
leaf area, and stem length can be estimated by using
3D plant model. Wei et al. obtained some volumetric
features after making 3D reconstruction of plant by sil-
houette method [12]. Extracting features from surfaces
meshes is developed recently. Segmented mesh method
for computing plant information such as stem length,
leaf length and width was proposed in [13].

However, there are not enough work in the exist-
ing literature about descriptors and detectors for plant
phenotyping. In addition, it is not clear which of them
suitable for which work and application. Most of the
work dealing with the performance of the keypoints
detectors and local feature descriptors, either evaluate

the keypoints detectors or the descriptors, in a partic-
ular context. Furthermore, it is not clear how different
keypoints detectors and descriptors work in combina-
tions. F.Tombari evaluated 3D keypoints detectors for
object recognition in case of occlusion and clutter [14].
In [15], the authors presented a comparison between 3D
point detectors and descriptors in the context of point
cloud fusion (point cloud registration or alignment). Y.
Guo et al. [16] presented a comprehensive evaluation of
3D local feature descriptors on eight different kind of
datasets.

3 3D Keypoints Detectors and Descriptors

In this section, we briefly describe the 3D keypoints
detectors and the 3D local feature descriptors that we
have considered for performance evaluation in this pa-
per.

3.1 3D Keypoints Detectors

3.1.1 Harris3D

The 3D-Harris detector is the extension of the 2D
corner detection method of Harris and Stephens [5],
and works by taking the first order derivatives along
two orthogonal directions on the 3D surface. The
derivatives are obtained by fitting a quadratic surface
to the neighborhood of a vertex. Unlike the 2D detec-
tor, the image gradients in the covariance matrix are
replaced by surface normals. To find the keypoints,
a Hessian matrix of the intensity is used around each
point. This matrix is then smoothed by an isotropic
Gaussian filter.

3.1.2 ISS

ISS keypoint detector [7] relies on region-wise qual-
ity measurements for 3D object recognition which is
designed to be stable, repeatable, informative, and dis-
criminative, ensuring highly accurate 3D shape match-
ing and recognition. This method uses the magnitude
of the smallest eigenvalue and the ratio between two
successive eigenvalues.

3.1.3 SIFT3D

The SIFT keypoint detector finds local extrema in
a Difference-of-Gaussians (DoG) scale-space [6]. 3D
SIFT is an extension of the 2D SIFT to 3D. First a
density function is approximated by sampling the data
regularly in space. A scale space is then built over the
density function, and a search is done for local maxima
of the Hessian determinant. To generate scale space
the input cloud is convolved with a number of Gaus-
sian filters whose standard deviations differ by a fixed
scale factor. The 3D SIFT keypoints are positioned at
the scale-space extrema of the DoG function. All the
keypoints with low curvature values are rejected to get
stable results.



(a) Sorghum (control) (b) Sorghum (heat) (c) Sorghum (shade)

(d) Tobacco (control) (e) Tobacco (heat) (f) Tobacco (shade)

(g) Tomato (control) (h) Tomato (heat) (i) Tomato (shade)
Figure 1: Sample point clouds from the dataset for the three conditions: control, heat and shade

3.2 3D Local Feature Descriptors
3.2.1 SIFT3D

3D SIFT involves the same functional steps as for
2D SIFT. In our case, we have slightly modified the
steps to make the descriptors invariant to rotation and
to speed up the description process. For example, we
take the entire r − point neighborhood around each
keypoint rather than dividing it into n× n× n subre-
gions (with n = 4, as in Lowe’s 2D SIFT). Using these
r-point a 2D-histogram is produced by grouping the
angles θ and φ into 10 degree angular bins. Similar to
2D SIFT, a regional Gaussian weighting of e−2d/Rmax

for the points that are at a distance d is applied to
the histogram. Here Rmax represents the distance of
the neighborhood point farthest from the center. The
prominent azimuth α and elevation β for a keypoint
are given by the peaks of the 2D-histogram. Each key-
point p is described by its location p

∆
= [xp, yp, zp]

t,
scale σp, and orientation angles αp and βp. To ensure
rotation invariance of the descriptor, the r-points pi,
i ∈ 1, 2, · · ·, r, with coordinates pi

∆
= [xi, yi, zi]

t around
the keypoint of interest p are at first rotated in the
dominant orientation of p using the transformation

p
′

i =

[
cosαp cosβp − sinαp − cosαp sinβp
sinαp cosβp cosαp − sinαp sinβp

sinβp 0 cosβp

]
· pi. (1)

Then, the normal vector to the neighborhood n is cal-
culated at the current key point p. For each of these
rotated points pi

′
in the r-points neighborhood of p,

the vector p
′
p

′

i is computed, where p
′
is the keypoint

p rotated according to the transformation (1). Then,
we calculate the angle δ as

δ = cos−1

(
p

′
p

′

i · n∣∣p′p
′
i

∣∣ · |n|
)
. (2)

Thus, every keypoint along with its neighborhood is
represented by a 4-tuple (m, θ, φ, δ). The (θ, φ, δ) space

is then divided into 45 deg bins, and these bins are pop-
ulated by adding up the corresponding values with a
Gaussian weighting of e−2d/Rmax . The azimuth angle
θ ∈ [0, 360] deg is divided into 8 bins of 45 deg; the
elevation angle φ ∈ [−90, 90] deg is divided into 4 bins
of 45 deg; and δ ∈ [0, 180] deg which is also split into
4 bins of 45 deg. Thus, the size of the 3D SIFT de-
scriptors in our case is 4× 4× 8 = 128. Each 3D SIFT
descriptor is normalized to unity.

3.2.2 SHOT
Motivated by the SIFT descriptor, Signatures of His-

tograms of Orientations (SHOT), was proposed to take
the advantages of both signature as well as histogram
based methods simultaneously [8]. In SHOT, a unique
and repeatable local reference frame is computed for
each keypoint using an eigenvalue decomposition of the
modified neighborhood covariance matrix C. The sam-
ple points qi that lie in the support region of radius r
are weighted based on their distances from the point q
under consideration, as shown below

C =
1∑

i:di≤r (r− di)
∑

i:di≤r

(r− di) (qi−q) (qi−q)t, (3)

where, di = ‖qi − q‖2. Using the reference frame, a
spherical grid is built around the input point. This
grid divides supporting points into grid cells. At each
grid sector, a weighted cosine of the relative normal
angle is calculated, and the result is binned into a local
histogram for that cell. SHOT combines all local his-
tograms into one descriptor of length 352. In the last
stage, the descriptor is normalized to unity.

3.3 Fisher Vector (FV) and Vector of Linearly
Aggregated Descriptors (VLAD) Encoding

Once we have extracted 3D features from point
cloud of the plants, the next step is to classify them
into different categories. Since, the number of key-
points for different point cloud are different, we need



Figure 2: Representation of the performance evaluation of 3D keypoint detectors and descriptors

to quantize the 3D descriptors. In this paper, we have
experimented with both FV [17] and VLAD [18] for
encoding the 3D features.

A FV is a statistics representing the distribution of
a set of vectors, in our case, a set of local surface de-
scriptors. The FV encoding employs Gaussian Mixture
Model (GMM) to the local descriptors to construct
a dictionary of k words. Once the dictionary is cre-
ated, the FV encodes the gradients of the log-likelihood
of the features under the GMM, with respect to the
GMM parameters and compare N descriptors to k vi-
sual words.

VLAD is another feature encoding and pooling
method used to encode a set of local feature descrip-
tors using a dictionary built using k-means clustering,
unlike the FV, that used GMM.

The FV and VLAD representations offer many ad-
vantages compared with other methods. They can be
computed from smaller vocabularies, and therefore re-
quire less computation. Furthermore, FV and VLAD
perform well even with simple linear classifiers as they
don’t come up with curvy and complex boundaries be-
tween classes. This is a significant advantage as linear
classifiers are very efficient to learn and easy to evalu-
ate.

In this work, we directly quantize the features using
FV and VLAD encoding. Since the size of the gener-
ated codebook is small, we use Support Vector Machine
(SVM), a linear classifier, for training and classifica-
tion.

3.4 SVM
A SVM is a supervised learning model, formally de-

fined by a separating hyperplane. Given the set of
labeled training data (supervised learning), the algo-
rithm creates an optimal hyperplane that categorizes
new test data, making it a non-probabilistic binary
linear classifier. There are two common approaches for
extending SVM from a binary classifier to a multi-class
classifier: one-versus-one and one-vs-all. In this paper,
we have used the one versus all approach.

4 Experimental Evaluation And Discussion
In this section we provide the quantitative as well as

qualitative performance of different keypoint detector

and descriptor combinations in context of plant health
classification.

4.1 Dataset Used
In this work we used the dataset containing 3D

scans of plant shoot architectures provided by Salk
Institute of Biological Science [19], as there are not
many publicly available dataset of 3D point clouds
of plants prepared to study the growth and health of
plants under different environmental conditions. This
dataset contains 559 3D plant shoot architectures from
4 species (Arabidopsis, tomato, tobacco, and sorghum)
scanned under multiple conditions (ambient light (con-
trol), high-heat, high-light, shade, drought). Each
plant was scanned every 1 or 2 days through roughly
20 days of development.

In our work we have used only sorghum, tobacco and
tomato plants in three different conditions of control,
shade and heat because this data has the same cate-
gories and the same number of replicates which makes
it easier to compare the results.

4.2 Experiments and Results
All our experiments were performed using MAT-

LAB and/or the point cloud library (PCL) (See Ta-
ble 1). Each plant had three replicates in each cate-
gory, viz, control, heat and shade. All the point clouds
across all the replicates for each plant were divided in
to categories based on the growth stage, and also on
the growth condition. For classification based on the
growth condition, the point clouds for each plant were
grouped in to three categories: control, heat and shade
across all the replicates. For growth stage, we grouped
the point clouds for each plant in to three categories:
stage 1, stage 2, and stage 3. For this, the point clouds
across all the growth conditions were grouped into the
three stages, with stage three representing the most
mature plants. For each point cloud in the dataset,
we extract the keypoints using three most common 3D
keypoint detectors, viz, Harris 3D, ISS and 3D SIFT,
giving us three sets of keypoints. We then use SHOT
and 3D SIFT descriptors to describe the local surface
around these sets of keypoints, giving us a total of six
detector-descriptor combinations for each point cloud.
This is followed by the quantization of these descrip-
tors using FV and VLAD encoding. In this work, We



have performed the evaluation for the FV and VLAD
encoded descriptors separately. Once the descriptors
have been extracted and quantized, SVMs are trained
to learn plant categories and to perform the plant clas-
sification for both growth stage and growth condition.
The involved steps are shown in Fig. 1. For the classifi-
cation step, we use 80% of the feature vectors for train-
ing the SVM. Linear SVM classifier with one-versus-all
approach is applied for its efficiency and simplicity.

The performance evaluation of a detector - descrip-
tor pair is done in terms of classification accuracy. The
accuracy is calculated as the percentage of number of
correct classifications to the total number of test in-
puts for respective categories. Tables 2, 3 and 4

Table 1: Implementation Platforms of the Used Tech-
niques

Technique Platform
Harris3D Detector PCL

ISS Detector PCL
SIFT Detector PCL

3D SIFT Descriptor MATLAB
SHOT Descriptor PCL
VLAD Encoder MATLAB
Fisher Vector MATLAB

Table 2: Classification Accuracy (%) for Sorghum
(both growth stage and growth conditions)

Pair Accuracy (FV) Accuracy (VLAD)
Conditon Stage Condition Stage

Harris-SHOT 62.96 59.26 66.67 66.67
ISS-SHOT 85.18 77.78 85.18 81.48
SIFT-SHOT 74.07 74.07 70.37 70.37
Harris-SIFT 59.26 59.26 74.07 59.26
ISS-SIFT 81.48 77.78 85.18 70.37
SIFT-SIFT 85.18 62.96 88.89 62.96

Table 3: Classification Accuracy (%) for Tobacco (both
growth stage and growth conditions)

Pair Accuracy (FV) Accuracy (VLAD)
Conditon Stage Condition Stage

Harris-SHOT 55.56 59.26 62.96 55.56
ISS-SHOT 81.48 85.18 81.48 77.78
SIFT-SHOT 81.48 71.78 85.18 77.78
Harris-SIFT 66.67 62.96 70.37 62.96
ISS-SIFT 81.48 70.37 74.07 59.26
SIFT-SIFT 85.18 62.96 77.78 62.96

show the classification accuracies of the six detector-
descriptor (in the same order) pairs with FV as well as

Table 4: Classification Accuracy (%) for Tomato (both
growth stage and growth conditions)

Pair Accuracy (FV) Accuracy (VLAD)
Conditon Stage Condition Stage

Harris-SHOT 70.37 66.67 74.07 66.67
ISS-SHOT 92.60 77.78 85.18 81.48
SIFT-SHOT 88.89 81.48 88.89 77.78
Harris-SIFT 81.48 74.07 70.37 66.67
ISS-SIFT 96.30 70.37 88.89 70.37
SIFT-SIFT 96.30 74.07 85.18 77.78

Table 5: Classification Accuracy (%) Averaged Over
All Three Plants (both growth stage and growth con-
ditions)

Pair Accuracy (FV) Accuracy (VLAD)
Conditon Stage Condition Stage

Harris-SHOT 62.96 61.723 67.9 62.96
ISS-SHOT 86.42 80.25 83.95 80.25
SIFT-SHOT 81.48 75.78 81.48 75.30
Harris-SIFT 69.14 65.43 71.60 62.96
ISS-SIFT 86.42 72.84 82.71 66.67
SIFT-SIFT 88.87 66.66 83.95 67.90

VLAD encoding for both condition-wise and growth-
wise classification for sorghum, tobacco and tomato,
respectively. The detector-descriptor pair giving the
worst and the best results in each column is highlighted
in red and blue, respectively. One important observa-
tion regarding the physical structure of the plants is
that they vary significantly in the shape of the leaves
and their curvature variations. Sorghum has thin leaves
and high curvature variations, tobacco has broad leaves
and low curvature variations, and tomato, also, has
broad leaves (smaller than tobacco) but has a rela-
tively higher curvature variations compared to tobacco.
These differences in the shape affect the detection and
the description processes, and in turn affect the clas-
sification accuracies. Table 2 shows that for sorghum,
the Harris keypoints give poor results with both SHOT
and SIFT descriptors, while the ISS keypoints perform
well with both the descriptors. The SIFT descriptors
perform very well with the SIFT keypoints in case of
FV as well as VLAD encoding. Similar trends are ob-
served for tobacco and tomato, as seen from Tables 3
and 4, with both the descriptors performing well with
the ISS keypoints while performing poorly with Harris
keypoints.

Table 5 shows the average classification accuracy
across all the three plants. Here ISS-SHOT and SIFT-
SIFT outperform all other combinations. Also, one can
note that the classification accuracies are on an aver-
age better with FV encoding as compared to VLAD
encoding. One trend that is common across all the
tables is that the classification accuracies for growth



stage classification are lower than that for growth con-
dition classification. This trend can be attributed to
the fact that the similarity between plants growing in
the same environmental condition observed over suc-
cessive days will be usually higher than the similarity
between plants that are growing under different envi-
ronmental conditions.

5 CONCLUSIONS
In this paper, we compared the performance of dif-

ferent keypoint detector-descriptors combinations in
context of plant growth classification and it’s growth
condition using 3D point clouds of the plants. The per-
formance was evaluated in terms of the classification
accuracy and the results were presented in terms of ac-
curacy tables. Experimental results show that the ISS
keypoints perform much better than the Harris key-
points with both SHOT and SIFT descriptors. Fur-
thermore, the ISS-SHOT combination gives better re-
sults in the high curvature cases while the SIFT-SIFT
combination performs well in all the cases generally.
Also, in general, FV performs better than VLAD en-
coding. In future works, we intend to prepare our
own dataset of 3D point clouds of crops such as rice
and wheat and will try to develop and analyze novel
methods and detector-descriptor combinations tailored
for plant phenomics application. We will also explore
the use of neural networks and other machine learning
methods for applications related to plant phenomics.
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