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Abstract

Yu et al.[1] showed that dilated convolutions are
very effective in dense prediction problems such as se-
mantic segmentation. In this work, we propose a new
ResNet[2] based convolutional neural network model
using dilated convolutions and show that this model can
achieve lower error rate for image classification than
ResNet with reduction of the number of the parameters
of the network by 94% and that this model has high abil-
ity to localize objects despite being trained on image-
level labels. We evaluated this model on ImageNet[5]
which has 50 class labels randomly selected from 1000
class labels.

1 Introduction

Recent works showed that dilated convolutions can
give good performance in semantic segmentation[1],
sound generation[3] and machine translation[4]. Tra-
ditional neural networks apply pooling or convolution
with 2 or more stride to decrease the feature map res-
olution and expand the receptive field. Dilated convo-
lution supports exponential expansion of the receptive
field without loss of feature map resolution since it ap-
plies convolution with a dilation factor instead of con-
volution after decreasing of the feature map resolution.

Zhou et al.[6] has shown that convolutional neural
networks(CNNs) behave as object detector despite be-
ing trained on image-level labels. They use feature
maps of the last convolutional layers of CNNs and lo-
calize objects. The ability to localize objects depends
on the resolution of the feature maps, so they remove
the last few convolution and pooling layers, then add
few convolution layers to increase the feature map res-
olution.

In order not to decrease the feature map resolution,
we replaced some 3 × 3 convolution layers in ResNet
with 3 × 3 dilated convolution layers with a dilation
factor and found out that ResNet with dilated con-
volution can reduce ImageNet classification error and
localization error with reduction of the number of the
parameters of the network by 94%.

2 Related Work

Recent works showed that CNNs have the ability to
localize objects despite being trained on image-level
labels. Oquab et al.[8] optimized the input image of
CNNs to increase the predicted score of its image la-
bel and showed that the absolute value of the gradient
of the input image can localize objects. Zhou et al.[6]
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Figure 1. Differences in the architecture of
ResNet(left) and ResNet with dilated convolu-
tions(right). Both networks have 50 layers.

showed that the output feature maps of the last convo-
lutional layer can directly localize objects. Selvaraju
et al.[9] combined these gradient based method and
feature maps based method to localize objects.

In order to localize objects, feature maps based
methods depend on the resolution of the feature maps.
Long et al.[10] used backwards convolution to increase
the resolution. Backward convolutions are widely used
for dense prediction problems such as semantic seg-
mentations. Yu et al.[1] proposed dilated convolutions
which enable to expand the receptive field without loss
of feature map resolution.

3 Method

3.1 ResNet with dilated convolutions

In this section, we describe the details of ResNet
with dilated convolutions. Fig.1 show the details of
architecture of ResNet and ResNet with dilated con-
volutions. In the case of ResNet, downsampling is per-
formed by the first 1× 1 convolution layers with stride
2 in each layer blocks, conv3 x, conv4 x and conv5 x.
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Instead of downsampling by convolutions with stride 2
to expand receptive field, we set stride to 1 and replace
3× 3 convolutions with 3× 3 dilated convolutions. We
set dilation factors to 2N−1 in a convN x layer block.
In order to equalize the calculation amount of ResNet
and ResNet with dilated convolutions, we reduce the
number of output channels by dividing by dilation fac-
tors. The total amount of parameters of the networks
is 23.7M for ResNet and 1.4M for ResNet with dilated
convolutions.

3.2 Weakly supervised object localization

Zhou et al. used the output feature maps of the last
convolution layer of the networks to localize objects.
For a given image, let fk(x, y) represent the activation
of unit k in the last convolutional layer at spatial loca-
tion (x, y). Then, for unit k, the result of performing
global average pooling, F k is Σx,yfk(x, y). Thus, for a
given class c, the input to the softmax, Sc is Σkw

c
kFk

where wc
k is the weight corresponding to class c for unit

k. Essentially, wc
k indicates the importance of Fk for

class c. Define Mc as a class activation map(CAM) for
class c, Mc for each spatial element can be describe as

Mc(x, y) =
∑
k

wc
kfk(x, y). (1)

We use the CAM to localize objects and generate
bounding boxes. In order to confirm whether the per-
formance of CAM depends on the resolution of the
output feature maps of the last convolutional layers,
we use 3 CNNs: (1) ResNet, (2) ResNet with dilated
convolutions, (3) ResNet for CAM. (1) and (2) are de-
scribed in Fig.1. About (3), inspired by Zhou et al.,
we simply set stride of the first convolutional layer of
conv5 x block of ResNet to 1 from 2 so that downsam-
pling is not performed in conv5 x block. The resolution
of the output feature maps of the last convolutional
layers of this network is 14 × 14 and we call this net-
work ResNet for CAM.

3.3 Implementation

Our implementation follow the practice in [2]. The
image is resized with its shorter side randomly sampled
in [256, 480] for scale augmentation. A 224× 224 crop
is randomly sampled from an image or its horizontal
flip, with the per-pixel mean subtracted. We initialize
the weights as in [7] and train all nets from scratch. We
use SGD with a mini-batch size of 256. The learning
rate starts from 0.1 and is divided by 10 when the
epochs is 100 or 150 and the models are trained for up
to 200 epochs. We use a weight decay of 0.0001 and a
momentum of 0.9 without accelerated gradient.

4 Experiments

4.1 ImageNet classification

We experimented with above three CNNs for im-
age classification and localization. We evaluated these
CNNs with ImageNet50, which has randomly selected
50 class labels from ImageNet. Fig.2 shows the loss
curves and top-1 error curves and Table 1 shows top-1

Figure 2. Loss(top) and top-1 error(bottom)
curves of 3 CNNs in ImageNet50 classification.
Training curves is drawn with dotted lines and
validation curves solid lines.

Table 1. Top-1 classification error on ImageNet50
validation using 200 epoch parameters of CNNs.

error(%)
ResNet 14.44
ResNet for CAM 14.76
ResNet w/ dilated conv 11.24

validation error scores. While ResNet for CAM in-
creased classification error rate by 0.32% compared
with ResNet since we simply changed the stride value
to increase the feature maps resolution, ResNet with
dilated convolutions reduced classification error rate by
3.52% despite the reduction of the parameters of the
network by 94%.

4.2 ImageNet localization

We also evaluated these CNNs on ImageNet50 local-
ization. Each image in ImageNet has one label Ck(k =
1, ..., 50) and bounding boxes Bkm(m = 1, ...,Mk) of
objects as ground truth, where Mk is the number of
instances of the kth object in the current image. Given
an image our CNNs predict a image label c and a ob-
ject bounding box b. Let d(c, Ck) = 0 if c = Ck and 1
otherwise. Let f(b, Bkm) = 0 if b and Bkm have more
than x overlap, and 1 otherwise.

Localization top-1 error for overlap x is computed
using below metrics:

e(x) =
1

50

∑
k

min
m

max (d(c, Ck), f(b, Bkm)). (2)
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Figure 3. Visualization of the CAM(top) and seg-
mentation masks(middle) and generated bound-
ing boxes(bottom).

Figure 4. Localization error curves of the CNNs
for overlap x. The top figure shows localization
error curves in all ranges of overlap x and the
bottom figure in high ranges. ResNet with di-
lated convolutions achieve low error rate in high
ranges of overlap.

Following the practice in [6], in order to generate
a bounding box, we use the CAM. Fig.3 shows the
procedure of how to generate a bounding box. We first
segment the regions of which the value is above 20% of

Figure 5. Loss(top) and top-1 error(bottom)
curves of 3 CNNs in ImageNet50 classification.
Training curves is drawn with dotted lines and
validation curves solid lines.

the max value of the CAM. Then we take the bounding
box that covers the largest connected component in the
segmentation map.

Fig.4 shows the localization error for overlap x.
We found out that in the condition of high thresh-
old of overlap ResNet with dilated convolutions re-
duced localization error rate compared with ResNet
and ResNet for CAM since ResNet with dilated con-
volutions can generate the high resolution CAM.

5 Discussion

5.1 Number of parameters of CNNs

We showed that ResNet with dilated convolutions
improved the accuracy of the image classification task
even if decreasing the number of parameters by 94 %.
The dataset we used to evaluate our methods was Im-
ageNet50, which has 50 class labels randomly selected
from 1000 class labels, and the number of images Ima-
geNet50 has is one twentieth of the original ImageNet
has. You may assume that the original ResNet is too
expressive to the small datasets like ImageNet50 and
the reduction of parameters works as regularization,
avoids over-fitting and improves the accuracy to test
data. Therefore we trained ResNet with narrow chan-
nels (ResNet-little), which has the same amount of pa-
rameters as ResNet with dilated convolutions and com-
pared the loss and the error with original ResNet and
ResNet with dilated convolutions (Fig.5). Fig.5 reveals
that one reason why ResNet with dilated convolution
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succeeded is the regularization by reduction of param-
eters of CNN and the other is the dilated convolution
itself.

6 Conclusion

In this work, We proposed new CNNs architecture,
ResNet with dilated convolutions and showed that it
can reduce the classification and localization error rate
with reduction of the number of the parameters of the
network.
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