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Abstract 

In this paper, we propose a training-free method for 
moving object detection in video sequences. Our method 
is mainly based on a novel clustering algorithm of accu-
racy and simplicity. For each frame, dense optical flow 
between its previous frame and itself is firstly measured. 
Then for each region whose optical flow is high, the 
clustering method is applied on the histogram of optical 
flow orientation to segment different moving objects 
which are close to each other. Lastly, the consistency of 
motion vectors of each moving object candidate is veri-
fied and the final detecting results are obtained. 
Experiments on videos in three public datasets show that 
our algorithm achieves a fast speed of at least 8.01 
frames (compared to 1.25) per second and a high recall 
of at least 87.2% (compared to 83.5%) while the preci-
sion is 93.5% (compared to 89.8), which outperform the 
state-of-art algorithm. 

1. Introduction 

Moving object detection is a basic and widely used 
technique in many vision applications, such as pedestrian 
and vehicle detection in surveillance videos [1], outdoor 
navigation for robots [2], and simultaneous localization 
and mapping (SLAM) [3]. In general, existing methods 
for moving object detection can be broadly classified 
into two categories: one is based on machine learning, 
and the other makes use of difference between one frame 
and another frame or a modeled intensity distribution. 

For the first kind of methods, trained classifiers are 
used as object detectors. For each frame of the video, a 
slide window is used to scan all over the image. The fea-
tures in each window are extracted as the input of the 
classifier. For example, Viola and Jones [4] use cascaded 
classifiers based on simple features to detect object rap-
idly. This kind of method behaves well in many object 
detection tasks. However, there are two drawbacks of 
such method. One is that large datasets with labels of 
objects are required, and the training process might be 
time-consuming. The other is that a trained classifier 
could only detect one kind of interesting object. In a 
surveillance video for instance, a trained vehicle detector 
could only detect cars, buses or trucks on a road while 
walking pedestrians in the video are missed. 

The second kind of methods could be further divided 
into two different kinds of algorithms. One is based on 
background subtraction [5]. By comparing to a back-
ground model, foreground objects are obtained. This 
algorithm is fast and does not require any prior infor-
mation of moving objects, but is challenged by global 

illumination variation, relocation of background objects 
and complex background. The other is based on motion 
segmentation [6]. The previous frame of each frame is 
used to find out groups of moving pixels, thus each 
moving object is located. Such method bypasses the 
negative influence of complicated background and grad-
ual illumination changing. However, it could still make 
mistakes due to noise and interference of moving back-
ground objects like waving tree branches. 

To improve the motion based method, Bao et al [7] 
propose a two-stage training-free detecting system based 
on motion segmentation and motion saliency and con-
sistency verification. Their framework, named as 
HiCoMo, could handle some challenging detection tasks 
such as various view point and occlusion. However, their 
method is not efficient, for example, it can usually pro-
cess 2 or 3 frames per second when the resolution is 
320 × 240. And it’s hard to set an appropriate threshold 
for different pixel groups to merge according to their 
colors or optical flows. 

In this paper, we propose a new algorithm based on a 
simple and reliable clustering method. Such method is 
very fast, and could accurately segment motions. We 
implement our algorithm along with that in [7] on sever-
al videos from three public datasets. The performance 
metrics including recall, precision and frame rate show 
that our algorithm performs better. 

The rest of this paper is organized as follows. In Sec-
tion 2, we introduce the clustering method and its 
application in our detecting system. The whole procedure 
of our algorithm is introduced in Section 3. In Section 4, 
we show our experimental results and compare this work 
to [7]. Finally, we conclude the paper in Section 5. 

2. A Simple and Reliable Clustering Meth-
od 

Clustering is a very effective algorithm to decompose 
different distributions in a dataset. For our detecting task, 
such method is used to segment objects which are close 
in distance but have different motions. There are various 
kinds of clustering algorithms. The most famous one is 
K-means [8]. This method is simple and accurate, thus is 
widely used in many clustering tasks. However, the 
K-means algorithm requires users to set the number of 
clusters K. And in our detecting system, we do not know 
how many objects there are in a high optical flow region 
before we find them out. Therefore, a new method is 
referred to by us to solve such problem. 

Alessandro et al [9] propose a simple and accurate al-
gorithm which does not require the prior information of 
the number of clusters. They regard centers of clusters as 
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peaks in the density of points. Moreover, these density 
peaks are far away from other points which are of more 
point density nearby. For a point 𝑖, its point density ρ𝑖 
is defined as follows: 

 
ρ𝑖 = ∑ 𝜒(𝑑𝑖𝑗 − 𝑑𝑐)

𝑗

 
(1) 

where 𝜒 is a kernel function which could be of Guas-
sian or Cut-Off formula, and 𝑑𝑐 is a cut-off distance as 
explained in detail in [9]. 

 For each point 𝑖, another parameter δ𝑖 is defined as: 

 δ𝑖 = 𝑚𝑖𝑛𝑗:ρ𝑗>ρ𝑖
(𝑑𝑖𝑗) (2) 

which measures the distance of the closest point of high-
er density. For the point whose density is the largest, δ𝑖 
is set to be the distance from itself to the farthest point. 

Figure 1 shows how the clustering method in [9] 
works as an example. For each point, its ρ𝑖 and δ𝑖 are 
calculated using (1) and (2). Then we plot each δ𝑖 ver-
sus its corresponding ρ𝑖 in a same graph named as the 
decision graph. According to the decision graph, outliers 
whose ρ and δ are large at the same time are picked 
out as seeds. Thus these points could be clustering into 
categories centered by these seeds. Finally, we assign 
each point to the same cluster of its nearest neighbor of 
higher density. And points which are far away from any 
clustering centers are discarded as they might be noises. 

In our detecting system, we refer to [9] and develop a 
reliable method to segment optical flows. We apply the 
clustering algorithm on the bins of histograms of optical 
flow directions instead of the coordinates of the points. 
The reason is that, optical flow orientation is a better 
metric for us to distinguish different moving objects than 
its amplitude. Figure 2 takes a scene of two people 
walking towards each other as example. The dense opti-
cal flow of the current frame (See Figure 2 (a)) is shown 
in Figure 2(b). We plot the optical flow vector of each 
pixel of the two close moving persons in Figure 2(c). We 
use the angle θ between the optical flow and the posi-
tive direction of the X-Axis to denote the moving direc-
direction: 

 θ = {

𝑎𝑟𝑐𝑐𝑜𝑠
𝑢

√𝑢2 + 𝑣2
     𝑣 ≥ 0

2𝜋 − 𝑎𝑟𝑐𝑐𝑜𝑠
𝑢

√𝑢2 + 𝑣2
 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 (3) 

where 𝑢 denotes the x component and 𝑣 denotes the y 
component. 

Figure 2 (d) is the histogram of the θ angles. Com-
paring Figure 2(c) and Figure 2(d), it is easier to find that 
there are two kinds of motions from Figure 2 (d) than 
from Figure 2(c), i.e. it is more appropriate to use the 
moving directions in optical flow segmentation rather 
than to use the amplitudes. 

Instead of using the physical density in (1), we use the 
probability density. For a histogram 𝐻, the probability 
density of bin 𝑖 is: 

 𝑝𝑖 = 𝐻(𝑖) (4) 

where 𝑖 ∈ {1,2, … , 𝑁} and 𝑁  is the number of bins. 
And its distance metric to the closest bin of higher prob-
ability is: 

 δ𝑖 = 𝑚𝑖𝑛𝑗:𝑝𝑗>𝑝𝑖
𝐷(𝑖, 𝑗)  (5) 

where 𝐷 is the distance metric of two bins. Because θ 
and θ + 2𝑛π denote the same direction, i.e. θ is cycli-
cal, in 𝐻, the distance from the last bin to the first bin is 
1. Thus 𝐷 is expressed as: 

 𝐷(𝑖, 𝑗) =    min (|𝑖 − 𝑗|, 𝑁 − |𝑖 − 𝑗|) (6) 

Moreover, for the bin 𝑖 whose 𝐻(𝑖) is the largest, 
we set δ𝑖 to be 𝑁. 

We plot the δ versus 𝑝 in the decision graph. For a 
clustering center, both 𝑝 and δ are large. We use the 
product γ = 𝑝δ of each point and use the method in [9] 
to automatically pick out outliers. Moreover, we assume 
that the peaks are maxima point of probabilities, i.e. its 
value in the histogram is higher than its two neighbors. 
And this helps us to reject false peaks based on the re-
sults of the method in [9]. We mark the detected outliers 
using red circles and other points using blue in Figure 
2(e). After assigning each bin the same label as the near-
est bin of higher probability density, we obtain its own 
category. Finally, each kind of motion and different 
moving targets are segmented (See Figure 2(f)). 

 
Figure 1. The approach of clustering method in [9]. (a) The original 28 

points. (b) Calculation of the density of each point. (c) The decision 

graph. (d) The final results of the clustering algorithm. 

 Figure 2. (a) The frame of the scene of two people meeting. (b) Dense 

optical flow graph of (a). (c) Motion vector distribution of the two per-

sons. (d) Optical flow orientation distribution of the two persons. (e) The 

decision graph. (e) The final results of motion segmentation. 
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The proposed clustering method has two advantages: 
One is that the number of histogram bins is only dozens, 
thus it doesn’t consume much time. The other is that the 
density and distance metrics are very good feature to 
distinguish outliers and which cluster a point belongs to. 

3. The Architecture of the Proposed Algo-
rithm 

The block diagram of our detecting system is shown 
in Figure 3. Firstly, for each frame 𝑡, we measure the 
dense optical flow between frame 𝑡 and 𝑡 − 1. High 
optical flow regions are extracted and the clustering 
method is applied for each independent region to sepa-
rate different motions secondly. Thirdly, the motion 
consistency is verified for moving object candidates de-
tected by the last two steps. Finally, we mark all detected 
moving objects using rectangular bounding boxes. 

3.1.  Extraction of High Optical Flow Regions 

We use the Simple Flow Algorithm [10] to obtain the 
dense optical flow distribution of a frame. Then pixels of 
high optical flows are extracted using the criteria: 
√𝑢2 + 𝑣2 > 𝑉𝑡ℎ , where 𝑢  and 𝑣  are optical compo-
nents of x direction and y direction, and 𝑉𝑡ℎ  is a 
threshold. We set a small 𝑉𝑡ℎ = 1 so that we reject most 
pixels belong to the background while keep all those 
belong to the moving objects in the frame. Small regions 
whose area are smaller than a threshold 𝑆𝑡ℎ are treated 
as noises and rejected. In this work, we set 𝑆𝑡ℎ =
0.05𝑆𝑚𝑎𝑥 where 𝑆𝑚𝑎𝑥  is the area of the largest con-
nected component. Figure 4(a) is a frame in a video 
sequence for example. Figure 4(b) is the dense optical 
flow graph of such frame. And Figure 4(c) shows the 
results of the extraction of high optical flow region in a 
binary image. 

3.2.  Segment Different Motions 

The clustering method we proposed in section II is 
applied to segment different components of motions, i.e. 
different probable moving objects. The bins of the histo-
gram is set to be 36 in practice. The segmentation result 

is shown in Figure 4(d). This clustering process is very 
fast, as only 36 data points need to be processed. 

3.3.  Motion Consistency Verification 

A moving object could not suddenly appear or disap-
pear, thus the velocities of pixels of a moving object do 
not vary much between two successive frames. Thus the 
criteria of pixel-wise motion consistency test of an object 
at frame 𝑡 could be written as: 

 √ ∑
(𝑢𝑡(𝑥, 𝑦) − 𝑢𝑡−1(𝑥′, 𝑦′))

2

+(𝑣𝑡(𝑥, 𝑦) − 𝑣𝑡−1(𝑥′, 𝑦′))2
(𝑥,𝑦)𝜖𝑀

> 𝑈𝑡ℎ (7) 

where 𝑀 is the set of pixel coordinates of the object, 
and (𝑢𝑡, 𝑣𝑡) is the optical flow at frame 𝑡. Coordinates 
(𝑥, 𝑦) and (𝑥′, 𝑦′) are the position at the current frame 
and the last frame. We use the current position and opti-
cal flow to infer the coordinate at the last frame: 
𝑥′ = 𝑥 − 𝑢𝑡  and 𝑦′ = 𝑦 − 𝑣𝑡 . The threshold 𝑈𝑡ℎ  de-
pends on the area of the pixel group |𝑀|. And in our 
algorithm, we set 𝑈𝑡ℎ = 2.25|𝑀| which means the op-
tical flow could not change over 2.25 pixels of a true 
moving object between two continuous frames. The final 
result after the verification process is shown in Figure 
4(e). 

4. Experiments 

We evaluate the performance of our algorithm using 
three public datasets: Caviar [11], AVSS-2007 [12] and 
PETS-2009 [13]. We pick out 16 long videos, of which 6 
are from [11], 3 are from [12] and 7 are from [13]. These 
videos contain indoor and outdoor walking people or 
vehicles and pedestrians in a traffic scene. We carefully 
delete all positive labels of non-moving objects as some 
of the videos are for both moving and non-moving vehi-
cle and pedestrian detection. And this is also the reason 
why we only use part of the videos of the three datasets, 
as most of the targets in these videos are moving and it is 
reasonable for us to remove labels of non-moving objects. 
These videos contain a variety of situations such as dif-
ferent view-points, close targets and occlusions. 

We implement our algorithm and the method in [7] 
using C++ on the same computer with four Intel Core 
i5-4200U CPUs @ 1.6GHz and 8GB of RAM. We 
measure the recall and precision which represent the ac-
curacy of detection and the average frame rate which is 
defined as the total processing time divided by the total 
frame number. We compare the performance of our algo-
rithm with that in [7]. 

The comparison of how accurate these two methods 
are is shown in Table 1. We achieve a same or a little bit 
higher recall while our precision is higher than [7]. 

 

Figure 3. The block diagram of our detecting system. 

 

 Figure 4. The whole procedure of our algorithm. (a) The raw frame. (b) Dense optical flow estimation. (c) High optical flow region extraction. (d) Mo-

tion segmentation by clustering. (e) The final results 
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Table 1. Recall (R) and Precision (P) 

Dataset HiCoMo [7] This work 

Caviar  R (%) 92.5 94.3 

P (%) 98.5 99.1 

AVSS-2007 R (%) 83.5 87.2 

P (%) 89.8 93.5 

PETS-2009 R (%) 88.9 89.6 

P (%) 94.7 95.9 

Figure 5 shows the detecting results of the two algo-
rithms on 3 typical frames. Both methods perform well 
and overcome some typical difficulties such as occlusion. 
However, the detecting system in [7] always fail to sep-
arate several objects which are close to each other. 

Table 2 shows the speed in average frame rate of each 
algorithm. 

Table 2. Average Frame Rate 

Dataset Resolution HiCoMo [7] This work 

Caviar 384 × 288 2.2 12.12 

AVSS-2007 720 × 576 1.25 8.01 

PETS-2009 720 × 576 1.57 8.40 

From the above experimental results we find that our 
algorithm is much faster than [7]. The main reason is that 
the graph based image segmentation and the hierarchical 
merging process in [7] are very time consuming. We 
abandon such process and we adopt a very simple clus-
tering method on a histogram with only scores of bins for 
each object. Thus our algorithm is more efficient. 

5. Conclusion 

In this paper we present a moving object detecting al-
gorithm. We introduce a novel clustering method and 
apply it on the histogram of optical flow orientation. As 
the clustering method is fast and accurate and the num-
ber of bins of the histogram is small, we achieve high 
recall and precision detections while the speed of the 
algorithm is high. By comparing this work to a related 
work, we find our algorithm outperforms the state-of-art 

detecting systems. 
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Figure 5. The comparison of the state-of-art algorithm with this work. 

(a), (c), (e) are the detecting results of the method in [7]. (b), (d), (f) are 

the detecting results of this work. 
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