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Abstract

In recent years, face recognition technologies develop
rapidly especially in those systems based on deep learn-
ing. However, the models of the general face recogni-
tion system are fized in use after trained, which is dif-
ficult to adapt to the new data collected during use. In
this paper, we design a face recognition system based
on OpenFace. Different from other systems, we pro-
pose an intelligent model training method S-DDL (self
detection, decision and learning) using incremental
SVM algorithm which makes our system able to up-
date the classification model in real time during execu-
tion. With this method, the accuarcy of our system will
increase on specific human groups and the time con-
sumption of training new models can be limited with
the incremental SVM algorithm. The results show that
our face recognition system has a good real time per-
formance and accuracy . The S-DDL method can ob-
viously improve the accuracy within little time during
the execution of system and the incremental SVM al-
gorithm has a better performance than the traditional
one.

1 Introduction

In this paper, we build a face recognition system
based on a deep learning algorithm which is imple-
mented by OpenFace [1] using FaceNet network ar-
chitectures [2] and improve the classification with an
incremental SVM to achieve self-learning to boost the
efficiency and effectiveness of the system. And we de-
sign and implement the algorithm which can update
and optimize through the growing data amount. This
machanism can make our system get more intelligent
with the application time getting longer. The system
consists of four modules, including subsystems of image
capturing, face recogniton, data management and in-
teraction module.. The implementation of neural net-
work is based on Torch7 [3]. The framework is shown
in Figure 1.

Similarly with other methods with deep learning, our
system uses a Convolutional Neural Network(CNN) to
learn the feature representation directly from the pixels
of the images. In this system, we apply an architecture
based on the Inception model of Szegedy et al. [4], the
winning approach for ImageNet 2014. The architec-
ture use mixed layers in parallel and concatenate the
responses so that it can reduce the number of param-
eters by many times and the number of FPS required.
As to loss function, we employ triplet loss [5]to obtain
the more precise features. In the classification step, we
use the features obtained in the CNN to train a SVM.

There is a wide range of methods using deep learn-
ing and getting pretty good results. Zhenyao et al. [6]
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employ a deep network to align faces into a canonical
frontal view and then learn a CNN that classifies each
face as belonging to a known identity. The output of
network uses the PCA and SVMs in the face verifica-
tion section. Taigman et al. [7] propose a multi-stage
approach with a multi-class network is trained for the
face recognition task on over four thousand identities.
Their best performance on LFW is 97.35% and predicts
the distance combining the networks and a non-linear
SVM. Sun et al. [8] propose a compact and therefore
relatively cheap to compute network. Their final per-
formance on LFW [9] is 99.47%. The networks are
trained by using a combination of classification and
verification loss which is similar to the triplet loss we
employ in the our system. Boukharouba et al. [10] pro-
pose an online multi-category SVM. In this work, the
incremental SVM can achieve an efficient update of the
decision function after the incorporation of the newly
added data and the old data.

In this paper, we make some contributions. First,
we design and build the face recogniton system and
achieve good results. Second, we present the architec-
ture of the S-DDL algorithm. The third is we introduce
the algorithm in the classification and improve the ef-
fectiveness.

The rest of this paper is organized as follows. In
the Sec.2, we introduce the architecture and work pro-
cedure of our system. In the Sec.3, we describe the
S-DDL algorithm. In the Sec.4, The results of our
slgorithm and advantages are illustrated to show the
effectiveness. In the Sec.5, we provide a conclusion.

2 Face Recognition System Architecture

In this section, we will introduce the architecture
and implementation of the system. Figure 1. shows
the general architecture of the system. Different from
other face recognition systems, we modified the face
recognition to be self-learning. Our system will au-
tomatically train new models based on new data and
current models during execution of the system. The
accuracy will increase in practical application.

Focusing on the process of face recognition task, it
contains four main steps: face detection, face align-
ment, face feature extraction and face classification.
First we find the largest face in every image and re-
turn the bounding box around the face. Then we use
the landmark with 68 keypoints for each face to make
the nose and eyes close to the mean locations to get
it aligned. For each image, we obtain the largest face
and align it with the size of 96*96 to make our model
more efficiently in training process. Figure 2. shows
the process of face alignment.

In this system, we use OpenFace based on FaceNet
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Figure 1. The architecture of our face recognition
system.

to extract features. OpenFace is an open resource im-
plementation of FaceNet and uses the triplet loss to
provide a enbedding on the unit hypersphere and eu-
clidean distance to represent similarity. Different with
other networks, we use an incremental classifier to re-
place the softmax layer. In fact, we can generate a
SVM classifier with several hundreds of images.

2.1 S-DDL Algorithm with Incremental SVM

In the traditional face recognition systems, the mod-
els are trained before use. However, these methods ne-
glect the value of data collected in the system operat-
ing phase. If these images are fully utilized, the system
will be more intelligent. Focusing on this demand, we
modify the classification algorithm with an incremen-
tal SVM and implement this algorithm as S-DDL (self-
detection, decision, and learning algorithm). We apply
this incremental algorithm to modify the classification
models in order to take full advantage of resources gen-
erated during the use of system.

As shown in Figure 3, for new images captured from
web cameras, our system is able to recognize them us-
ing current classification model of the system. Af-
ter these images are saved in train set, the newly
added images will be labeled. When the system de-
tects that the amount of newly added images reaches
a certain amount, a new SVM classification model will
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Figure 2. OpenFaces alignment transformation
which is based on the large blue landmarks and
the final image is cropped to the boundaries and
resized to 96*%96 pixels

be trained based on the former model and new data
with incremental SVM training algorithm. And then
the classification model will be updated immediately
and the accuracy will be calculated. In this way, our
algorithm can realize self-detection, self-decision and
self-learning during the execution of system.
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Figure 3. The framework of S-DDL algorithm
based on an incremental SVM.

The main idea of incremental SVM we apply is to
train a SVM with a crucial partition of the dataset,
reserve the support vectors at each training step and
create the training set for the next step with these vec-
tors. Syed et al.[11] showed that the decision function
of an SVM depends only on its support vectors. The
key of incremental algorithm is to preserve the KKT
conditions on all existing training data while adding a
new vector. And our aim is to use support vector data
and new added data to update the current model in
the incremental training.

The algorithm is described as follows. Consider a
dataset D, the KK'T conditions on the point z,, € Cj;
divide data D into three categories according to the
value of g% for all i = 1,..,K,j —i+1,..., K, and



C > 0 controls the number of outliers and corresponds
to assign a higher penalty to errors when C' is larger:
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(1)

Where support vectors S are on the boundary, error
vectors E exceed the margin and data vectors D are
inside the boundary.

When a new data z. is added, we initially set the
coefficient 02?7 =0,p=1,...,K,q =p+1, ..., K change
value incrementally and the parameters of the existing
support vectors are adapted to satisfy to the KKT con-
ditions. In particular, the adaptation of g%/ when new
data z. is added can be expressed differentially as:
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where i =1,..,K,j =1i+1,..., K, o7 is the coefli-
cient to be incremented and K is the kernel function of
the SVM, so that Kj,, = K(z;,7) = ®(x)T®(x,,).
Coefficient P4 v4P4 are defined in[10].

From equation(1), for all the support vectors sv/,
we get g (svi) = 0, then Ag¥(sv¥) = 0.Therefore
equation(2) and (3) can be written as the following
matrix equation: (as described in detail in [10])
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expresses the weights of support vectors svi/ that
belong to the class C;.

3 Experiments

In this section we examine the face recognition sys-
tem with the face images captured by our own web
cameras. The dataset we create consists of 26 identi-
ties. And for each identity, we collect over 400 images
in different illumination and direction. To test the real
time performance and accuracy of our face recognition
system, we design the different experiments. At first,
we test the time spent by different steps of the face
recognition process and choose a suitable input image
resolution for our system to balance accuracy and effi-
ciency. In addition, we also test the performance of the
incremental training algorithm we apply by simulating
the practical use of the system. We also compare our
algorithm with the traditional classifier from different
aspects including time consumption and accuracy.
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Table 1. Comparison of time efficiency and accu-
racy on different resolutions and processing steps
of images. Bold number represents the better res-
olution which obtains the better time consump-
tion and accuracy. The unit of time is millisec-
ond.

1280*%720 640*360 320*%180  160*90
Image Read 8.9 2.7 0.97 0.46
Detection 2394.5 1602.0 1438.7 1352.2
Alignment 4.9 5.1 5.0 5.0
Representation 897.2 842.3 822.3 642.0
Recognition 0.96 0.97 0.96 0.95
Accuracy 0.970 0.969 0.955 0.954

3.1 Accuracy and Time Consumption of Differ-
ent Image Resolution

It is obvious that images with higher resolution
contain more detail information that may be helpful
for face recognition. However, higher resolution also
means greater computation. To balance the real time
performance and the accuracy, we test the time con-
sumption of every step in our system including face de-
tection, face alignment and face classification and also
discuss the influence of different resolutions on the ac-
curacy. The classification models in this experiments
are trained with 50 images for each identity.

As shown in Table 1, the image resolution mainly af-
fects the time consumption of face detection step. And
this step accounts for almost 75 percent of the whole
recognition process. This means the image resolution
is very meaningful for the real time performance of the
face recognition system. As what is expected, higher
resolution brings higher accuracy rate. However, when
the resolution is higher than 640*360, the accuracy re-
mains generally stable. Based on the results, we choose
to set the input image resolution 640*360 which guar-
antees high accuracy and real-time of the system.

3.2 Experiments on Incremental Training Algo-
rithm

In this section, we mainly test the performance of
the self-learning method with incremental classifica-
tion training algorithm. We divide the dataset into
six partitions and each partition contains 50 images
for every identity. We use these partitions to train the
incremental SVM classification models with the num-
ber of images increasing from 50 to 300. We also carry
on the same experiments on the traditional SVM train-
ing algorithm with the same datasets for comparison.
The time consumption for training each partition of
the dataset is recorded as shown in Figure 4.

As shown in Figure 4, the incremental SVM train-
ing algorithm spends almost the same even less time
on training each partition. In contrast, the training
step of the traditional SVM algorithm spends larger
amounts of time when the dataset becomes larger. It
is obvious that traditional SVM algorithm cannot en-
sure the system to be stable with the increase of the
amounts of the dataset. Besides, the accuracy changes
of the incremental algorithm and traditional algorithm
are displayed in Table 2. Although it illustrates the
traditional algorithm performs a better accuracy rate,
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Figure 4. Comparison to time efficiency when
sample sizes increase between incremental SVM
and traditional SVM. As the sample size increase
by the step of 50 for each identity, the time com-
sume of training on incremental SVM decrease
while the traditional time rise by a large margin.

Table 2. The accuracy between incremental SVM
and traditional SVM on different sample sizes.

Sample Sizes | Incremental SVM | Traditional SVM
26*50 96.9% 96.9%
26*100 98.9% 99.0%
26*150 99.80% 99.84%
26%200 99.80% 99.85%
26*250 99.81% 99.85%
26*300 99.81% 99.85%

the difference between them is not very large and is
acceptable. The incremental algorithm also shows an
upward trend in accuracy with the increase of train-
ing data. Figure 5 illustrates the confusion matrix of
the incremental SVM classifier results with the num-
ber of training data get larger. We use the classifier
trained with 26 identities containing 300 images each
person. The results can suggest our application of in-
cremental SVM is useful and can boost the face recog-
nition performance. In conclusion, the experiment in

Figure 5. The confusion matrix of the accuracy
on incremental SVM. (a) represents the confusion
matrix on sample size of and (b) is the one one
the sample size of , from which we can see the
adaptation with the increase of sample size.

this subsection suggests that the self-learning method
with incremental SVM algorithm applied in our system
balances the accuracy and the real time performance
of the system which is significant for stable operation
of a system.
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4 Conclusion

In this paper, we design a face recognition sys-
tem based on OpenFace. And in our system we pro-
pose an intelligent classification training method S-
DDL with incremental SVM classification training al-
gorithm. Our method makes the system able to modify
the classification model during the execution time and
get more precise accuracy as well as less training time
in face recognition. The results of experiments show
the good performance of our system and prove the effe-
tiveness of the incremental learning algorithm. In the
future, we will concentrate on the feature extraction
stage in which we prepare to apply transfer learning to
improve CNNs models.
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