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Abstract

A sign language is generally composed of three main
parts, namely manual signs that are gestures made by
hand or fingers movements, non-manual signs such as
facial expressions or body postures, and finger-spelling
where words are spelt out using gestures by the signers
to convey the meaning. In literature, researchers have
proposed various Sign Language Recognition (SLR)
systems by focusing only one part of the sign language.
However, combination of different parts has not been
explored much. In this paper, we present a framework
to recognize manual signs and finger spellings using
Leap motion sensor. In the first phase, Support Vector
Machine (SVM) classifier has been used to differenti-
ate between manual and finger spelling gestures. Next,
two BLSTM-NN classifiers are used for the recogni-
tion of manual signs and finger-spelling gestures us-
ing sequence-classification and sequence-transcription
based approaches, respectively. A dataset of 2240 sign
gestures consisting of 28 isolated manual signs and 28
finger-spelling words, has been recorded involving 10
users. We have obtained an overall accuracy of 63.57%
in real-time recognition of sign gestures.

1 Introduction

Sign Language is a visual language that is used by
hearing impaired peoples for communication. Sign lan-
guage is composed of three features, namely manual
signs, non-manual signs, and finger-spelling. Manual
signs are the gestures that are represented by hand
shapes, motions, and positions, whereas non-manual
signs contain facial expression or body postures. They
add syntactical information to the gestures that can
be the part of a sign or modify the meaning of a man-
ual sign. In finger-spelling gestures, different words are
spelt out in local verbal language using fingers during
communication [4].

Over the past couple of decades, a handful of
SLR systems have been developed by various research
groups [20]. However, majority of the existing sys-
tems work with one type of data, i.e. manual or non-
manual or finger-spelling. Hence their applications are
limited. It has been observed that, during gestural
communication, the signer starts using finger-spelling
to convey the meaning in verbal language. Moreover,
finger-spelling is also used while expressing some spe-
cific words. Such a scenario is depicted in Figure 1. As
shown in Figure 1(a), a signer first performs the sign

gesture for the word ‘your’ followed by a finger spelling
as depicted in Figure 1(b). Therefore, real-time imple-
mentation of such a system needs special consideration.
Yang et al. [19] have developed a SLR system to rec-
ognize manual and non-manual signs of American Sign
Language (ASL). The authors have used a set of three
video cameras to capture the upper body, side view,
and frontal view of the face. Manual signs are discrim-
inated using an hierarchical Conditional Random Field
(CRF) and BoostMap embedding, whereas Active Ap-
pearance Model (AAM) has been used to extract facial
features. To assist physically disabled persons the au-
thors in [5,18] have proposed different rating and choice
prediction frameworks using brain signals.

SLR systems have also been proposed by various
researchers using different techniques including RGB
camera [22], stereo-camera [7], sensor gloves [21], col-
ored gloves [17], 3D depth sensors [20], etc. However,
with the development of low cost depth sensing tech-
nology such Leap Motion or Microsoft Kinect, it is easy
to detect and track hand and finger movements in real-
time. These sensors are designed to sense 3D point
cloud of the observed scene. Leap motion sensor is
specifically designed to track hand and finger move-
ments. The sensor is successfully used by researchers
in developing various applications including sign ges-
ture recognition, gaming, rehabilitation, word segmen-
tation [1, 16], etc. Zafrulla et al. [20] have proposed
a system suitable for deaf children using Kinect. The
authors have used 3D joint position of human skeletal
as features and fed them to HMM classifier for recog-
nition. They have tested the system with 60 phrases
of ASL with an accuracy of 74.83%. In [15], the au-
thors have investigated the use of Leap motion sensor
for recognition of sign gestures. The authors have used
3D finger points as features and Artificial Neural Net-
work (ANN) for the recognition of 26 Australian Sign
Language alphabets. In [3], the authors have proposed
a system for the recognition of 26 alphabets of ASL
using Leap motion. The authors have used velocity,
palm normal, and pitch strength as features to rec-
ognize sign gestures with the help of k-NN and SVM
classifiers. Accuracies of 72.78% and 79.83% have been
recorded using k-NN and SVM, respectively.

In this paper, we present a real-time framework for
manual and finger-spelled gestures using Leap mo-
tion sensor. The framework first discriminates be-
tween manual and finger-spelling gestures with the
help of a SVM classifier. Next, the recognition of dis-
criminated gestures are done using two separate Bidi-
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Figure 1. A user is performs different gestures:
(a) manual sign gesture for the word ‘your’ (b)
finger-spelled Latin language word ‘off ’.

Figure 2. Flow diagram of the proposed frame-
work.

rectional Long Short-Term Memory Neural Networks
(BLSTM-NN). One BLSTM-NN has been trained us-
ing sequence classification mode, whereas the other
one has been trained for sequence transcription for the
recognition of finger spelled gestures.

Rest of the paper is organized as follows. Details of
the proposed system, pre-processing, feature extrac-
tion, and classification are discussed in Section 2. Ex-
periment results are presented in Section 3. Finally,
we conclude in Section 4.

2 Proposed System

Leap motion comes with the associated Application
Programming Interface (API) that provides an easy ac-
cess to capture the 3D position of the fingertips with
a sampling rate of 120 fps. We have kept the device
below the arm of the signer for uninterrupted captur-
ing. We do not put any restriction on gestures type
i.e. the signer can perform any type of gesture be it in
sign language form or finger-spelled form. A flow dia-
gram of the proposed framework is shown in Figure 2.
Raw data captured through the API of the device are
then preprocessed and relevant features are extracted.
Manual and finger-spelled gestures are distinguished
using SVM. Classified gestures are then recognized us-
ing two BLSTM-NN classifiers based on sequence mod-
eling and sequence transcription.

2.1 Preprocessing and Feature Extraction

Normalization: Collected 3D raw data may vary in
scaling factors. Thus, to make all trajectories of uni-
form size, a zero-mean (z-score) based normalization
has been used [9,14]. The scheme normalizes the data
by computing the standard deviation and mean.
Fingertip Positions: We have extracted instanta-
neous 3D fingertip positions using the API. Five fea-
tures vectors (k1 to k5) have been extracted, where
each vector represents a 3D sequence. The fingertip
positions (F ) for all five fingers of hand can be defined
using (1).

F = {k1, k2, k3, k4, k5} (1)

Angular Direction: Angular direction (D) features
are widely used in various SLR applications and hand-
writing recognition systems [12]. Angular direction of a
3D point Q is estimated w.r.t. two neighboring points
on its either side. To estimate this, we have used the
approach of authors defined in [11].

In this work, three angles are considered as angular
features. Hence the feature vector D has been com-
posed of five 3D angular feature vectors as given in (2),
where each dk represents a 3D angular feature sequence
corresponding to kth fingertip.

D = {d1, d2, d3, d4, d5} (2)

2.2 Initial Classification Using SVM

SVM is a kernel based classifier [2, 8, 13]. The ba-
sic idea is to map the input data into a high dimen-
sional feature space, where the data can be linearly
separable. SVM has the ability to perform both lin-
ear and non-linear classification using different ker-
nel functions. For some training data {xi, yi}, where
i = 1, 2, ...n and yi ∈ {−1, 1}, two possible constraints
as depicted in (3-4) are defined, where w and b denote
the hyperplane parameters and offset.

wxi + b ≥ +1 for yi = +1 (3)

wxi + b ≤ −1 for yi = −1 (4)

It works by finding a decision boundary called margin
that maximizes the distance between two hyperplanes.
Thus, finding such decision boundary is an optimiza-
tion problem to minimize ||w||2.

In this work, we have used the SVM classifier to dis-
tinguish the sign language gestures into two class, i.e.
either manual signs or finger-spelling gestures. Since,
SVM is a non-temporal classifier, three statistical fea-
tures have been computed for each dimension of the
feature vector T , namely, Mean (M), Standard Devia-
tion (SD) and Root Mean Square (RMS). Using this,
a new feature vector of 90 dimension has been formed
to train the classifier.

2.3 BLSTM-NN classifier based Gesture Recog-
nition

BLSTM-NN is a sequence modeling classifier that
has been popularly used in gesture and handwriting
recognition problems [6]. The classifier is able to pro-
cess the input sequences in both directions, i.e. for-
ward as well as backward with the help of two hidden
layers. Both the layers are connected to a common
output layer. In this work, we have used the classifier
for recognition of gestures that belongs to two different
categories, namely manual gestures and finger-spelling
gestures. Therefore, two different models have been
trained using Cross Entropy Error (CEE) based ob-
jective function and Connectionist Temporal Classifi-
cation (CTC) based objective function.
CEE based BLSTM-NN: The network has K out-
put units, one for each class of the gesture sequence
[10]. CEE for K classes are defined in (5),

CEE = −
∑

(x,z)εT

K∑
i=1

zi ln yi (5)
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Figure 3. 3D plots of two different gestures per-
formed by two users (column-wise): (a) & (c)
sign word ‘welcome’ represented in sign language
(b) & (d) finger-spelling gestures corresponding
to the word ‘from’.

where (x, z) is the input pair with x as the input se-
quence and z as the target sequence from the training
set T . The term y defines the probability such that
the input belongs to a particular class.
CTC based BLSTM-NN: It is defined as the neg-
ative log probability of correct labelling of the entire
training set [11]. The objective function (O) can be
computed using (6) for the training set T , where (x, z)
represents a pair of input and target sequence.

O = −ln(
∏

(x,z)εT

p(z|x)) = −
∑

(x,z)εT

ln(p(z|x)). (6)

O models the label sequence with the given inputs
directly.

3 Results

First, we describe the dataset used in our study. The
results have been computed using the 4-folds cross vali-
dation by dividing the complete dataset into four equal
parts, out of which three sets have been used in train-
ing and the rest during testing.

3.1 Data Collection

Data collection has been performed involving 10
users. We have considered a total of 56 gestures
(28 single-handed-isolated sign gestures of Indian Sign
Language (ISL) and 28 different words of Latin lan-
guage for finger-spelling). All gestures have been per-
formed 4 times by every user using the right hand.
Therefore, a total of 2240 gesture have been recorded.
Variations between the different gestures can be seen
in the Figure 3. Figure 3(a) depicts the 3D plot cor-
responding to the sign word ‘welcome’ performed by
two different users, whereas Figure 3(b) represents the
finger-spelled gestures for the word ‘from’ written by
the same two signers.

3.2 Gesture-Type Recognition using SVM

SVM classifier has been trained using a linear ker-
nel. The classification has been performed by varying
the regularization parameter (C) from 1 to 100. An
accuracy of 100% has been recorded in classification of
gestures of manual and finger-spelled type with C=23.

3.3 Gesture Recognition using BLSTM-NN

Two BLSTM-NN classifiers have been trained using
the outputs of initial SVM classification with the help

of feature vector T . For recognition of manual signs,
the network has been trained with maximum error en-
tropy approach with a learning rate of 1e − 4 and a
momentum of 0.9. The learning curve of the network
is shown in Figure 4(a) that depicts the decrement of
training and validation errors during various epochs. It
can be verified from the learning curve that, after 57
epochs, there is no change in the validation network.
Thus, it has been marked as the Best-Network. An
accuracy of 60.35% has been recorded in recognition
of all manual sign gestures. Recognition performacne
has also been noted against each class of gestures as
shown in Figure 5(a), where accuracies vary between
of 40% to 100% for different classes.

(a)

(b)

Figure 4. Learning curve of BLSTM-NN for show-
ing variation in training and validation errors: (a)
Manual signed gestures (b) Finger-spelled ges-
tures.

The learning curve of CTC network for transcription
is shown in Figure 4(b). After 120 number of epochs,
the network has been found to be configured as Best-
Network because no change in the validation network
can be seen. An accuracy of 66.78% has been recorded
in recognition of all finger-spelling gestures. Recog-
nition performance has also been recorded for every
individual class of gestures as depicted in Figure 5(b),
where maximum accuracy of 100% has been recorded
for the Latin word ‘the’. It may be noticed from the
figure that, lower accuracies are usually recorded for
larger words in comparison to smaller words.

A comparison between the recognition rates of man-
ual and finger-spelled gestures along with overall ac-
curacy of the system has been presented in Figure 6,
where finger-spelling gestures outperform manual ges-
tures. The overall recognition accuracy of the system
has been found to be 63.57% for both types of gestures.
The results have been computed using Intel Core i7
processor with 8 GB RAM on Microsoft Windows 7
platform where it took 0.32 second approximately to
recognize a test gesture. Hence, the system can be
considered as a real-time gesture recognition system.

4 Conclusion

In this paper, we have proposed a new SLR frame-
work for recognition of manual signs and finger-spelling
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(a)

(b)

Figure 5. Gesture recognition performance for
each gesture class: (a) Manual signed gestures
(b) Finger-spelled gestures.

Figure 6. Comparative performance analysis be-
tween recognition rates of manual and finger-
spelling gestures along with complete system per-
formance.

gestures using Leap motion sensor. The framework fa-
cilitates a signer to communicate using modalities in
real-time, i.e. manual and finger-spelling. The recog-
nition process has been done in two stages. Firstly,
SVM classifier has been used to distinguish input ges-
tures into two classes corresponding to manual and
finger-spelling. In the second stage, two BLSTM-NN
classifiers have been trained for recognition of distin-
guished gestures using sequence classification and se-
quence transcription based approaches. A dataset of
2240 gestures has been prepared using the proposed
framework. An accuracy of 100% has been recorded
using SVM classifier. An overall accuracy of 63.57%
has been recorded by our system for both types of ges-
ture classes. The accuracy of the system is low be-
cause it has been tested with a lexicon free approach.
Thus, in future, it can be improved by adding lexicon
information to the BLSTM. Moreover, other sequen-
tial classifiers and their combinations can be tried to
enhance the recognition accuracy.
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