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Abstract

Matrix low rank approximation including the clas-
sical PCA and the robust PCA (RPCA) method have
been applied to solve the background modeling problem
in video analysis. Recently, it has been demonstrated
that a special weighted low rank approximation of ma-
trices can be made robust to the outliers similar to the
`1-norm in RPCA method. In this work, we propose a
new algorithm that can speed up the existing algorithm
for solving the special weighted low rank approxima-
tion and demonstrate its use in background estimation
problem.

1 Introduction

Background estimation is one of the crucial steps
in video analysis systems. The celebrated eigen-
background model proposed in [15] was the first case
when principal component analysis (PCA) was used in
background modeling. Recently, using a sparse model
for the foreground and a low rank model for the back-
ground, [10, 17] proposed a robust principal component
analysis (RPCA) model.

For an integer r ≤ min{m,n} and a matrix A ∈
Rm×n, the classical PCA can be cast as:

min
X∈Rm×n

r(X)≤r

‖A−X‖2F , (1)

where r(X) denotes the rank of the matrix X and ‖·‖F
denotes the Frobenius norm of matrices. The solutions
to (1) are given using the singular value decomposi-
tions (SVDs) of A through the hard thresholding op-
erations on the singular values:

X∗ = Hr := UΣrV
T , (2)

where A = UΣV T , is a SVD of A and Σr is
the diagonal matrix obtained from Σ by hard-
thresholding: keeping only the largest r entries and
replacing the others by 0. In literature this is also
referred to as Eckart-Young-Mirsky’s theorem [4]. The
solutions to (1) as given in (2) suffer from the fact
that none of the entries of A is guaranteed to be
preserved in X∗ [13, 14]. This could be a limitation of
PCA, as in many real world problems one has good
reasons to keep certain entries of X unchanged while
looking for a low rank approximation. For example, if
we know that certain frames of the input video matrix
A, say frames #1 and #5, are pure background, then
we may insist on preserving columns #1 and #5
when looking for a low rank approximation. In 1987,
Golub, Hoffman, and Stewart proposed the following
constrained low rank approximation problem [1]:
Given A = (A1 A2) ∈ Rm×n, find Ã2 such that
Ã2 = argmin

X2:r(A1 X2)≤r
‖(A1 A2)− (A1 X2)‖2F . (3)

That is, Golub, Hoffman, and Stewart required that
the first few columns, A1, of A must be preserved when
one looks for a low rank approximation of (A1 A2).
As in the standard low rank approximation, the con-
strained low-rank approximation problem of Golub,
Hoffman, and Stewart also has a closed form solution.

Theorem 1 [1] If A = (A1 A2) ∈ Rm×n with k =
r(A1) and r ≥ k, then the solutions to (3) are given by

Ã2 = PA1
(A2) +Hr−k

(
P⊥A1

(A2)
)
, (4)

where PA1 and P⊥A1
are the projection operators to the

column space of A1 and its orthogonal complement, re-
spectively.

Instead of requiring exact matching in the first few
columns, as in problem (3), we may only be interested
in the case when the first few columns are close to
the given ones. For example, for background estima-
tion, we may have prior knowledge that some frames
(say, represented by the columns of A1) are almost pure
background. So,

A1 = A∗1 + E

for some true background frames A∗1 and small noise E.
Thus, we need to recover A∗1 instead of matching A1

exactly. So, we consider the following problem: Given
A = (A1 A2) ∈ Rm×n and W1 ∈ R+

m×k, solve:

min
X1,X2

r(X1 X2)≤r

{‖(A1 −X1)�W1‖2F + ‖A2 −X2‖2F }, (5)

where � denotes the entrywise multiplication. Prob-
lem (5) is a special case of weighted low rank approxi-
mation [6, 12, 9]: Consider the following problem with
W = (W1 W2) of non-negative terms

min
X1,X2

r(X1 X2)≤r

‖ ((A1 A2)− (X1 X2))� (W1 W2)‖2F . (6)

Unlike classical (unweighted) low rank approximation,
problem (6) has no closed form solution in general [6].
So, numerical methods must be employed. Recently, it
has been demonstrated in [3] that a method based on
solving (5) can outperform the RPCA methods. In this
paper we propose a faster algorithm by exploiting an
interesting property of the solution to problem (5). Our
algorithm is capable of achieving the desired accuracy
faster as compared to [2, 3] and outperforming RPCA
methods [5, 10, 17] in background estimation problem.

The rest of the paper is organized as follows. In Sec-
tion 2, we make an important observation on the so-
lution to (5). Based on this observation, we propose a
new algorithm to solve problem (5) in Section 3. Nu-
merical results demonstrating the performance of the
proposed algorithm are given in Section 4.
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Figure 1: The effect of using weights in sWLR algo-
rithm on the Basic scenario. Frame number 435. Back-
ground estimation using sWLR with: (a) (W1)ij ∈
[5, 10], (b) (W1)ij ∈ [500, 1000]. In (a) the estimated
background has blurry patches of the foreground ob-
ject, but as we increase the weights, the foreground
object disappears in (b).

2 An Interesting Observation

We will design our algorithm using the observation
as stated in the following result.

Theorem 2 Assume r > k. For (W1)ij > 0, if
(X̂1, X̂2) is a solution to (5), then

X̂2 = PX̂1
(A2) +Hr−k

(
P⊥
X̂1

(A2)
)
.

Proof. Note that,

‖(A1 − X̂1)�W1‖2F + ‖A2 − X̂2‖2F
= min

X1,X2

r(X1 X2)≤r

(
‖(A1 −X1)�W1‖2F + ‖A2 −X2‖2F

)
≤‖(A1 − X̂1)�W1‖2F + ‖A2 −X2‖2F ,

for all X2 such that r(X̂1 X2) ≤ r. Thus,

X̂2 = arg min
X2

r(X̂1 X2)≤r

‖A2 −X2‖2F . (7)

Thus, applying Theorem 1 with A1 = X̂1, we get X̂2 =

PX̂1
(A2) +Hr−k

(
P⊥
X̂1

(A2)
)
. �

3 Algorithm
In this section we propose a numerical algorithm

to solve (5). We do not use the general algorithm
as in [6, 7, 8, 9] for solving (6), since we focus on
the special weight where W2 = 1, a matrix of all
1s. In [2, 3], the authors proposed an algorithmWLR to
solve (5) which takes advantage of the special weight
and performs much faster than the general weighted
algorithm. A rigorous comparison of accuracy and ef-
ficiency of WLR compare to the general weighted low
rank approximation algorithms is discussed in [2]. In
this Section, we propose an accelerated version of the
algorithm proposed in [2, 3] (see Figure 3 (c)) and
demonstrate its use in background estimation.

This special choice of the weight is justified as fol-
lows: in background subtraction, we only need to put
large weights on the columns (frames) that are more
likely to be the background and leave the rest of the
columns unweighted (and thus with weight 1). Our
new algorithm is not based on matrix factorization to
address the rank constraint [3]. Instead, we exploit the

Figure 2: Qualitative analysis of the background es-
timated by sWLR and APG on the Basic and Noisy
night scenario. Frame number 600 has static foreground
in both scenarios. APG can not remove the static
foreground object from the background. On the other
hand, in frame number 210, the low-rank background
estimated by APG has still some black patches. In both
scenarios sWLR can completely remove the static fore-
ground.

dependence of X2 on X1 in the optimal solution. We
will use Theorem 2 to device an iterative process to
solve (5). We assume that r(X1) = k. Then any X2

such that r(X1 X2) ≤ r can be given in the form
X2 = X1C +D,

for some arbitrary matrices C ∈ Rk×(n−k) and D ∈
Rm×(n−k), such that r(D) ≤ r − k. Therefore, (5) be-
comes an constrained weighted low-rank approxima-
tion problem:

min
X1,C,D

r(D)≤r−k

(
‖(A1 −X1)�W1‖2F + ‖A2 −X1C −D‖2F

)
.

(8)
Denote F (X1, C,D) = ‖(A1 − X1) � W1‖2F + ‖A2 −
X1C −D‖2F as the objective function. Assume that at
the p-th step we have (X1)p. We need to find (Cp, Dp)
by solving

min
C,D

F ((X1)p, C,D).

Then Theorem 2 suggests
(X1)pCp = P(X1)p(A2) and Dp = Hr−k(P⊥(X1)p

(A2)).

So, if (X1)p has its QR decomposition:
(X1)p = QpRp,

then
Cp = R−1p QT

pA2

and

Dp = Hr−k((I −QpQ
T
p )A2) = Up(Σp)r−kV

T
p ,

with UpΣpV
T
p being a SVD of (I −QpQ

T
p )A2.

We are only left to find (X1)p+1 given (Cp, Dp) via
the following iterative scheme:

(X1)p+1 = arg min
X1

F (X1, Cp, Dp). (9)
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Figure 3: Mean SSIM of different methods on: (a) Basic and (b) Noisy night scenario. The choice of k for sWLR is
critical and empirically determined. However, sWLR has better MSSIM compare to RPCA algorithms corresponding to
the frames which has static foreground (frame numbers 551 to 600) or no foreground (frame numbers 6 to 12 and 483 to
528). (c) Number of video frames vs. computation time on the Basic sequence. As the number of video frame increases
RPCA algorithms show an exponential increment in computational time. For both WLR and sWLR, k = 15, r = k + 1.

We will update X1 row-wise. Let X1(i, :) denote the
i-th row of the matrix X1. We set ∂

∂X1
F (X1, Cp, Bp) =

0 and obtain

−(A1 −X1)�W1 �W1 − (A2 −X1Cp −Dp)CT
p = 0.

Solving the above expression for X1 sequentially along
each row produces

(X1(i, :))p+1 =(E(i, :))p(diag(W 2
1 (i, 1)

W 2
1 (i, 2) · · ·W 2

1 (i, k)) + CpC
T
p )−1,

where Ep = A1�W1�W1 + (A2−Dp)CT
p . Therefore,

we have the following algorithm.

Algorithm 1: sWLR Algorithm
1 Input : A = (A1 A2) ∈ Rm×n (the given

matrix); W = (W1 1) ∈ Rm×n, (the
weight); threshold ε > 0;

2 Initialize: (X1)0;
3 while not converged do
4 (X1)p = QpRp, (Im −QpQ

T
p )A2 = UpΣpV

T
p ;

5 Cp = R−1p QT
pA2;

6 Dp = Up(Σp)r−kV
T
p ;

7 Ep = A1 �W1 �W1 + (A2 −Dp)CT
p ;

8 for i = 1 : m do
9 (X1(i, :))p+1 = (E(i, :))p(diag(W 2

1 (i, 1)

W 2
1 (i, 2) · · ·W 2

1 (i, k)) + CpC
T
p )−1;

end
10 p = p+ 1;

end
11 Output : (X1)p, (X1)pCp +Dp.

The update rule for Algorithm sWLR is
Xp+1 = ((X1)p (X1)pCp +Dp),

with r((X1)p) = k, r((X1)pCp) ≤ k, r(Dp) ≤ r−k, and
so, r(Xp+1) ≤ r.

4 Numerical Experiments
In this section we will demonstrate the performance

of our algorithm in solving the background estima-
tion problem and compare it with WLR in [3] and the
RPCA methods [5, 17, 10].

4.1 Implementation Details

Let XsWLR = (X∗1 X∗1C
∗ + D∗) where (X∗1 , C

∗,
D∗) is a solution to (8). We denote Xp as our ap-
proximation to XsWLR at pth iteration. Recall that
Xp = ((X1)p (X1)pCp + Dp). We denote ‖Xp+1 −
Xp‖F = Errorp and use ‖Errorp‖F

‖Xp‖F as a measure of
the relative error. For a threshold ε > 0 the stopping
criteria of our algorithm at the (p + 1)th iteration is
‖Errorp‖F < ε or ‖Errorp‖F

‖Xp‖F < ε or if the maximum
iterations attained. The algorithm performs the best
when we initialize X1 as a random matrix and takes
5–10 iterations to converge.

Recall that, the Robust PCA (RPCA) method for
background estimation problems uses the fact that the
background frames, X, have a low-rank structure and
the foreground A−X is sparse [5, 17, 10] and solves:

min
X
{‖A−X‖`1 + λ‖X‖∗}. (10)

For RPCA, we use the inexact augmented Lagrange
multiplier (iEALM) method proposed by Lin et. al.
[5], and the accelerated proximal gradient (APG) al-
gorithm proposed by Wright et. al. [17]. For iEALM
and APG we set λ = 1/

√
max{m,n}, and for iEALM

we choose µ = 1.5, ρ = 1.25 [5, 10, 17]. A threshold
equal to 10−7 is set for all algorithms.

4.2 Experimental Setup

We perform our experiments on the Stuttgart syn-
thetic video data set [16]. It is a computer gener-
ated video sequence, that comprises gradual or sud-
den change of illumination, a dynamic background
containing non-stationary objects and a static fore-
ground, camouflage, and sensor noise or compres-
sion artifacts. We perform qualitative and quantita-
tive analysis on two different test scenarios of the se-
quence: (i) Basic and (ii) Noisy night. Each scenario
has 600 frames with identical foreground and back-
ground objects. Frame numbers 551 to 600 have static
foreground, and frame numbers 6 to 12 and 483 to
528 have no foreground. Additionally, the foreground
comes with high quality ground truth mask for each
video frame.
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4.3 Comparison between RPCA and sWLR

In Figure 1, we demonstrate the effects of using big
weights on the frames in the first block X1 for sWLR.
With proper choice of r and k the large weights in W1

produces a better background estimation. In Figure 2,
we present qualitative comparison between the back-
ground estimated by sWLR and RPCA algorithms.
Since APG and iEALM both have same reconstruction
we only present APG here. In both scenarios, sWLR
provides a substantially better background estimation
than APG.

For quantitative comparison between different meth-
ods we use the most advanced measure structural sim-
ilarity index (SSIM) in Figure 3(a) and (b). Accord-
ing to [11], the SSIM index can be viewed as a robust
quality measure of a recovered image, compare to the
other image that is regarded as of perfect quality. It
compares the luminance change, contrast change, and
structural change in the recovered image and agree
with human visual perception the most compare to
any other standard measures. Our background esti-
mation experiments for sWLR are based on a prior
knowledge of the background frame indexes. From the
ground truth, we know that the entire sequence has 60
foreground frames that has less than 10 pixels. Given
60 pure background frames we choose k =

⌈
60/i1

⌉
by random sampling, where i1 ∈ {1, 2, 3, 4}. We set
r = k+1. For Basic and Noisy night k = 15 and k = 20
respectively, are the best choice. Since the qualitative
and quantitative results for background estimation are
same for both WLR and sWLR we only provide their
runtime comparison (see Figure 3 (c)). In Figure 3(c),
the increment in time for the RPCA algorithms as we
increase the dimension of the test matrix by adding
more frames can be attributed by computation of a
larger rank SVD in each step of their iteration. On the
other hand, sWLR performs a fixed rank SVD once the
background frames are learned.

5 Conclusion

In this paper we presented a simple and fast numeri-
cal algorithm to solve a weighted low rank approxima-
tion problem for a special family of weights. To demon-
strate its use in the real world problems we performed
background estimation from video sequences when a
prior knowledge of approximated background fames is
available. We did not address the question on how to
automatically learn the weight from the data which is
treated in [3]. The performance of our weighted low-
rank approximation algorithm over the existing RPCA
algorithms shows the fact that a weighted Frobenius
norm can be made robust to sparse outliers. With addi-
tional knowledge of some approximate frames learned
from the data, our algorithm can outperform the
RPCA algorithms in terms of accuracy and efficiency.
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