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Abstract

In this paper, we propose a method to extend the field
of view (FoV) of cameras mounted on Micro Aerial Ve-
hicles (MAVs). The idea is to stitch together appropri-
ate sections of the panorama to the camera frame. The
proposed system efficiently performs view extension by
fusing fast tracking and feature descriptor matching
into the stitching algorithm. The quality of the ex-
tended view is further improved by refining the trans-
formation using weighted least squares. We demon-
strate the success of our system in real cases where the
distance from one panorama to the mext panorama is
10m.

1 Introduction

Vision based MAV systems are getting popular[3, 6, 9,
10] because cameras are lightweight and can capture
large amounts of information. This is important since
current MAVs have limited flight time and load capac-
ity. The information provided by cameras can now be
used to replace GPS sensors in localisation [4] and re-
place laser scanners in capturing 3D information[14].
The greatest advantage of cameras is that they allow
the operator to explore the environment without actu-
ally being there. Unfortunately, teleoperating MAVs
is difficult because the camera has a narrow FoV. This
forces the operator to remember the environment so
that they can avoid obstacles.

Common methods to increase FoV include: adding
more cameras and using large FoV lenses or mirrors.
Adding more cameras will increase the weight and com-
munication load while large FoV lenses and mirrors re-
duces image quality. In this paper, we will solve this
problem through software implementation. The basic
idea is to use panoramas to increase the horizontal FoV
to 180° while maintaining the information contained
in the camera frame, as shown in Figure 1. The re-
quired panorama can be obtained from databases such
as Google Street View. This way, the MAV will only
need to have one camera on board.

The idea of using panoramas to extend FoV has been
explored previously by Zhang et al.[15] where larger
FoV was achieved by repeating sections of the input
frame while using the panorama as a guide. Prior to
that is the work by Humphrey et al.[5] which combines
two perspective images simultaneously taken from one
large FoV camera and another narrow FoV camera
to achieve the same effect. Zhang’s work cannot be
used when there are no repeated structures in the en-
vironment while Humphrey’s work cannot provide 180°
FoV.

Our system makes two contributions by improving
on the basic image stitching algorithm that is described
in Szeliski’s book[12]:
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Figure 1. An outline of the proposed system;
showing how images from a MAV’s camera (red
box) and panorama from a database are used to
increase the FoV. Red crosses mark the matched
features between the panorama and the camera
frame. (This Figure is best viewed in colour.)

e Improve efficiency by reducing the amount of com-
putation performed (Section 3).

e Produce visually good extended view when viewed
as a continuous image sequence (Section 4).

2 Algorithm Overview

At the core of the system is the image stitching algo-
rithm as detailed in Szeliski’s book[12]. A flowchart
showing the overview of the algorithm is shown in Fig-
ure 2.

The inputs for our algorithm are (A) a panorama
from the database and a camera frame from the MAV.
We first search for the region in the panorama which
matches the camera frame. This is done by (C) ex-
tracting SURF[1] features, (D) matching them and
(E) computing the transformation matrix from the
matches. Once we know where the matched region on
the panorama is, we can use the surrounding region to
extend the FoV. This is done by (F) warping and crop-
ping the panorama such that the horizontal FoV is 180°
while the vertical FoV is the same as the camera frame
before stitching the panorama to the camera frame.
The final image will consist of three sections: the mid-
dle section is the camera frame while the left and right
sections are obtained from the warped panorama.

Our contribution here is the improvement in the
computational efficiency and visual representation. Ef-
ficiency is improved by reducing the amount of SURF
computation through (B) feature tracking and by re-
ducing the number of features matched in the matching



phase (Section 3). The appearance of the extended
view is improved through (E) the refinement of the
transformation matrix and the suppression of unstable
transformations (Section 4).

3 Improving the Efficiency

We have analysed the matching accuracy and com-
putation time of SIFT[8], SURF[1], ORB[11] and
BRISK][7] on pairs of images. From our experiments,
we found that SIFT outperforms all the other descrip-
tors in terms of matching accuracy but is the slowest
to compute. ORB and BRISK were significantly faster
than the rest but had low matching accuracy. This
may be due to the large distortion in the panorama.
Finally, SURF performed almost as well as SIFT and
can be compute faster compared to SIFT. Taking into
account both accuracy and computation time, we de-
cided to use SURF.

Choosing efficient descriptors alone will not increase
the efficiency of the system. In order to improve ef-
ficiency, we exploit the fact that the camera frames
are image sequences (live previews) with the same ob-
ject appearing in multiple frames. Therefore, there is
no need to recompute features that have already been
computed previously. To achieve this, we use optical
flow[2] to track the position of features that have al-
ready been detected and mask them in current camera
frame (Process B in Figure 2). This way, the system
will only compute SURF descriptors on new features
(Process C) and the position of existing features are
updated without recomputing their descriptors.

To further increase the computational speed, our
system performs matching (Process D) using only a
subset of the panorama features. This is explained by
Figure 3. Features in this subset are determined by
first finding the rectangular region of the panorama
that matches the previous camera frame (red box).
The width and height of this rectangle is then dou-
bled to include nearby features. The features in this
expanded rectangle (green box) are the features in the
matching subset.

4 Producing Good Extended View

The quality of the extended view depends on the
transformation computed (Process E of Figure 2).
We compared similarity, affine and homography
transformation by computing overlap errors among
them. This was done by performing image subtraction
between the camera frame and the region of the
warped panorama overlapped by the camera frame
and calculating the sum of squared difference (SSD)
per pixel for a video sequence with 600 frames. The
results are shown in Figure 4. Similarity transfor-
mation is chosen because it has the least median
error. Although homography’s SSD per pixel error
is comparable to that of similarity, its higher degree
of freedom also causes more deformation to the
panorama. This can be seen in Figure 5. Notice
how affine and homography transformations cause the
buildings to be more tilted than similarity transform.

Similarity transform is computed in two steps:
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(E) - Calculate & Refine Transformation

V' (F) - Warp, Stitch & Crop

Figure 2. Algorithm Overview. We improve the
efficiency and visual representation by extend-
ing the basic stitching algorithm (C, D, F). The
main modifications are in feature tracking (B)
and transformation matrix computation (E). The
yellow, green and red crosses mark features de-
tected in the panorama, previous camera frame
and current camera frame respectively.




Figure 3. Features located outside the green rect-
angle on the panorama (left) are not used in the
matching process. The red rectangle is the region
that matched the previous camera frame (right)

1. Calculate the best fit transformation to remove
outliers

2. Refine transformation to improve appearance

RANSAC can be used to remove outliers but this is
not enough because it will produce different transfor-
mation matrices due to the randomness in seed gener-
ation. This results in large changes (unstable transfor-
mations) in the extended view even when the camera
is not moving. To alleviate this, we use RANSAC only
as an initialisation step to determine the first transfor-
mation matrix and inliers. The inliers are then tracked
in new camera frames and then used to calculate new
transformation matrices instead of using RANSAC. We
call this the inlier tracking method. The position of the
tracked inliers are obtained from the feature tracking
process (Process B in Figure 2). Our system automat-
ically switch back to using RANSAC when there are
not enough inliers.

The inlier tracking method consists of three steps:
The first step is to estimate the transformation us-
ing the inliers that was tracked from previous camera
frames. The estimated transformation is then used to
find new inliers in the new camera frame. The trans-
formation matrix is then recomputed using both new
and old inliers.

Image stitching artifacts sometimes appear in the
extended view because the edge of the camera frame
does not match to the panorama well enough. To re-
duce this effect, the transformation matrix is refined
by applying exponentially weighted least squares on all
the inliers. Inliers near the edge of the camera frame
are given more weight so that the panorama sections
will join to the camera frame smoothly. By doing so,
the seam where the panorama joins to the camera will
become less visible and since no modification is made
to the camera frame, it still retains all the original in-
formation it has before.

5 Experiment Results

We evaluated our system on 2 dataset:

1. Google Pittsburgh Research Dataset! cap-
tured by a panorama camera rig mounted on top
of a car that was driven along a stretch of road.
The input video was made by creating perspective
cut-outs (640 x 480 pixels) from the panoramas
(3328 x 1664 pixels).

IProvided and copyrighted by Google
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Figure 4. A comparison of the SSD per pixel be-
tween Similarity, Affine and Homography trans-
formation. The median error for each transfor-
mation is displayed beside each plot.

Figure 5. Extended views produced by Similarity,
Affine and Homography transformations and the
corresponding panorama used.

2. Real MAV captured video (640 x 360 pixels)
taken by a drone flying in a large field. The re-
quired panoramas (3584 x 1792 pixels) were cap-
tured using RICOH THETA? camera.

We implemented the system in Python. The re-
quired image processing functions were obtained from
OpenCV. The system can operate between 3 to 5
frames per second on a core-i7 computer with 16Gb
RAM. Scenes with more features will require more time
for feature computation and matching.

Throughout the experiment, we manually select the
panorama closest to the camera frame as the input
panorama. This was done to separate the problem of
panorama selection from view extension.

Extended views for translational and rotational mo-
tion are shown in figures 6 and 7. Our system can
produce good extended views even for panoramas that
are 5m away from the camera centre (first image in
Figure 6), demonstrating that it can be used in real

2https://theta360.com



Figure 6. View extension results for the Google
Pittsburgh Research Dataset. The distance be-
tween the position of the panorama camera
and MAV camera was varied between bm(top)
and Om(second from bottom). Bottom:
Panorama used. The MAV camera frame is high-
lighted by the red box.
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Figure 7. View extension result for real MAV
captured video (first seven images) and the
panorama used (Bottom). The MAV camera
frame is highlighted by the red box.



Figure 8. Examples of the poor extension caused
by features accumulating in the centre of the
camera frame. Bottom Left: Panorama used.
Bottom Right: Inliers (green dots). (This Fig-
ure is best viewed in colour)

world cases since the distance between the panoramic
images in Google Street View is about 10m[13].
Limitations: Poor extended views are produced when
there are not enough matched features near the edge
of the camera frame. Examples are shown in Figure 8.
Note the obvious discontinuity in the region where the
panorama connects to the camera frame. Despite this,
there is still enough information to aid navigation.

6 Conclusion

We have proposed a view extension system that can ex-
tend the horizontal FoV up to 180° without the need
for any hardware modification. Our system takes in a
panorama and the camera frame as inputs and stitches
them together to form the extended view. The sys-
tem’s efficiency was increased by reducing the number
of features computed and matched while the appear-
ance of the extended view was improved by refining the
transformation matrix and suppressing unstable trans-
formations. Good extended views can be produced
even when the distance between the camera and the
nearest panorama is bm, demonstrating that it can be
used in real cases.

As future work, we plan to update the panorama
in the database using the camera frame so that more
recent information is also available in the database.
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