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Abstract

Recently, recognition of naturalistic expressions
known as spontaneous facial expressions has attracted
attention from researchers due to its significant appli-
cation in behavioral and clinical research. Currently,
most of the work consider recognition of posed expres-
sions. In this paper, we propose a spatio-temporal fea-
ture extraction method, Spatio-Temporal Texture Map
(STTM), for recognition of spontaneous expressions
and compare its performance against that of state-of-
the-art feature extraction methods. Both appearance-
based and geometry-based feature extraction approaches
are considered for comparisons against STTM. The
appearance-based techniques considered are Volume Lo-
cal Binary Pattern (VLBP) and Local Binary Pattern
from Three Orthogonal Planes (LBP-TOP) whereas
a multi-view tree-based face detector is considered as
a geometry-based technique. Support Vector Machine
(SVM) is used as the classifier where the extracted
features are classified into classes of naturalistic ex-
pressions. The feature extraction methods are evalu-
ated over the spontaneous facial expression data from
CASME II database. Experimental results show that
STTM is capable of recognizing spontaneous expres-
sions and outperforming the other methods in terms
of recognition rate, accuracy and computational cost.

1 Introduction

According to A. Mehrabian [1], information from
verbal communication is contributed by three chan-
nels which are spoken language (7%), voice intonation
(38%) and facial expression of the speaker (55%). This
shows the importance of facial expression analysis and
explains why facial expression recognition (FER) is a
growing area of research since the past two decades [2].
[1] also listed a few factors contributing to change in
facial expressions: mental states, verbal and nonverbal
communication, and physiology. Each of these factors
triggers different intensities of facial expression making
the task of recognizing a spontaneous expression more
challenging. With the widespread usage of comput-
ers in society, a more natural and friendly interaction
between computer and human beings is needed as it
could be useful in many applications such as surveil-
lance, criminal identification, and psychological studies
[2, 3].
Within the past two decades, most existing FER re-

search have been focusing on deliberate expressions,
known as posed facial expressions [4]. However, in
real life situations, most of the time people tend to

express their emotion spontaneously. Therefore, for
practical purposes, FER systems should be developed
to recognize natural expressions as well. FER systems
are built based on three main components, namely
face detection or tracking, facial feature extraction,
and facial expression classification [2]. In general,
feature extraction algorithms can be categorized into
two: appearance-based and geometry-based. Appear-
ance features are based on texture variations in im-
ages. Texture analyzing field is dominated by Local
Binary Patterns (LBP) based operators as it is proven
that these operators perform better than most existing
methods [5]. Volume Local Binary Patterns (VLBP) is
one of the appearance-based operators introduced by
Zhao and Pietikäinen [6] in 2007. It is an extension
to the basic LBP which enables extraction of features
from video sequences by taking into account both time
and spatial domains. VLBP is then extended to Local
Binary Patterns from Three Orthogonal Planes (LBP-
TOP) [6] which reduces the computational complexity
of VLBP. Geometry-based features consist of landmark
points annotated on the face. A multi-view tree-based
face detector capable of detecting landmark points was
proposed in [7]. It is claimed to be rotation invariant
and able to detect faces from several viewpoints. Given
an image, this algorithm automatically annotates 68
landmark points on the face.

In this paper we propose an appearance-based fea-
ture extraction algorithm, Spatio-Temporal Texture
Map (STTM), for video sequences. STTM extracts
spatio-temporal appearance information using an ex-
tension of the standard Harris corner function [8].
Laptev [9] has applied three-dimensional Harris cor-
ner function to detect spatio-temporal interest points
for recognition of human activities. In STTM, instead
of detecting interest points, the three-dimensional Har-
ris corner function is used to extract spatio-temporal
texture map from video sequences. It enables sub-
tle motion patterns on the face to be captured with
low computational cost. Motivated by the success of
STTM on posed expressions [10], we propose an ap-
proach based on STTM and compare it with the rest of
the aforementioned appearance-based and geometry-
based feature extraction methods on video sequences
depicting spontaneous expressions. One of the ma-
jor contributions of this work is to compare the per-
formance of state-of-the-art appearance-based feature
extraction algorithms, namely VLBP, LBP-TOP, and
STTM, for spontaneous video sequences. Our sec-
ond main contribution is to identify the possible best
feature extraction algorithms for recognizing sponta-
neous facial expressions. First, we evaluate the per-
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formance of appearance-based methods: VLBP, LBP-
TOP, and STTM. Then, we study the performance of
the geometry-based approach by comparing features
extracted only from apex frame of each video with fea-
tures extracted from apex and neighboring frames of
the video.
This paper is organized as follows: In Section 2,

we describe the proposed feature extraction algorithm,
STTM. In Section 3, we describe the experimental pro-
cedures, present the experimental results and discuss
the performance of the algorithms for recognizing spon-
taneous expressions. Finally, Section 4 concludes the
paper and proposes future work.

2 Proposed Facial Feature Extraction

The proposed feature extraction method, STTM, de-
tects regions in a video sequence f where the pixel
intensities vary significantly in both space and time
domains. First, we model f by its linear scale-space
representation L constructed by convoluting f with a
Gaussian kernel.
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2
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2
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where σ2
l and τ2l are the spatial variance and tempo-

ral variance of the spatio-temporal Gaussian kernel g
which is defined as
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Förstner [11] and Harris [8] suggested that given an
image, distinct points can be detected by considering
a Gaussian window in the image. Shifting the win-
dow by a small amount in various directions provides
locations in the image where pixel intensities vary sig-
nificantly in space domain. Since we are considering
the whole video sequence as input, our method finds
locations with significant pixel intensity variations in
both space and time domains. Such locations are de-
termined by convolution of a Gaussian weighting func-
tion g(·;σ2

i , τ
2
i ) with a spatio-temporal second-moment

matrix as follows:
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Figure 1: A spatio-temporal texture map of the last
frame of a video sequence depicting surprise.

The second-moment matrix consists of first order
spatial and temporal derivatives of L defined as

Lx(·;σ2
l , τ

2
l ) = ∂x(g ∗ f),

Ly(·;σ2
l , τ

2
l ) = ∂y(g ∗ f),

Lt(·;σ2
l , τ

2
l ) = ∂t(g ∗ f),

where σ2
i = sσ2

l , τ
2
i = sτ2l , and s is a constant.

A spatio-temporal texture map of f is then obtained
using the three-dimensional Harris corner function con-
structed by combining the determinant and trace of μ
as follows:

H = det(μ)− k trace3(μ)

= λ1λ2λ3 − k(λ1 + λ2 + λ3)
3

(4)

where λ1, λ2, and λ3 are the significantly large eigen-
values of μ and k is a constant. We use H as a tex-
ture map which shows pixel intensity variations of f
in space and time domains. The texture map is then
normalized to remove the effect of illumination vari-
ations of the images. Figure 1 shows a texture map
of the last frame of a video sequence depicting sur-
prise. A block-based feature representation [6] is then
implemented where features from a video sequence are
extracted from smaller blocks and a histogram is con-
structed for each block. Histograms from the entire
video sequence are then concatenated, forming a fea-
ture vector representing the video. In order to better
capture the subtle variations in f , we implement A-law
compression [12] before computing a histogram.

3 Experiments and Results

In this section, we describe the experimental pro-
cedures and discuss the experimental results. Before
extracting the appearance-based features using VLBP,
LBP-TOP, and STTM, video frames are cropped us-
ing Viola-Jones face detector [13]. This step extracts
the desired facial region and removes the background
for better recognition. A block-based feature represen-
tation [6] is then implemented to obtain feature vec-
tors. Since the multi-view tree-based detector used to
extract geometric features is able to detect faces au-
tomatically, uncropped video frames are used. The
features are then classified using one-against-one SVM
[14]. All experiments were carried out using 4-fold
cross validation. The optimal parameters obtained are
L = 3, P = 2, R = 3 for VLBP, PXY = PXT = PY T =
8, RX = RY = RT = 3 for LBP-TOP, and σ2

l = 2,

Table 1: Number of video sequences in CASME II
dataset.

Facial Expression No. of Videos No. of Frames

Disgust 57 3822
Happiness 30 2208
Repression 26 2066
Sadness 6 234
Surprise 25 1605

Total 144 9395
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Table 2: Recognition rates for appearance-based fea-
tures.

Facial Expression VLBP LBP-TOP STTM

Disgust 100.00 100.00 100.00
Happiness 100.00 93.33 100.00
Repression 96.15 96.15 96.15
Sadness 66.67 83.33 100.00
Surprise 84.00 84.00 96.00

Average 89.36 91.36 98.43

Table 3: Number of video sequences for subjects with-
out eyeglasses in CASME II dataset.

Facial Expression No. of Videos No. of Frames

Disgust 32 2125
Happiness 18 1262
Repression 21 1728
Surprise 14 863

Total 85 5978

τ2l = 2, k = 0.04 for STTM. Varying the number of
blocks gives us the optimal number of blocks for fea-
ture extraction which is 9× 9.

3.1 Evaluation on appearance-based features

We performed evaluation of VLBP, LBP-TOP and
STTM on video sequences depicting five different ex-
pressions from CASME II dataset [15]. These sponta-
neous expressions are: disgust, happiness, repression,
sadness, and surprise. The number of video sequences
and frames for each expression are tabulated in Table
1.
The recognition rates for all three methods are dis-

played in Table 2. It can be observed that the lowest
recognition rates achieved by VLBP and LBP-TOP are
for the case of sadness with 66.67% and 83.33% respec-
tively. STTM, on the other hand, achieved the highest
recognition rate for every expression and the highest
average recognition rate of 98.43%. Despite the small
number of videos available for training and testing for
the case of sadness, STTM has shown a superior per-
formance with 100% recognition rate while the recogni-
tion rates for VLBP and LBP-TOP for that expression
are the lowest among all expressions.
Based on the results, it is noted that the amount of

training data plays an important role in achieving high
recognition results. In general, the recognition rates
obtained by all three approaches are considered high
and they are indeed efficient to be used in analyzing
both posed and spontaneous facial expressions.

3.2 Evaluation on geometry-based features

In the second part of the experiments, we analyzed
the performance of geometry-based technique on video
sequences depicting four different expressions, consist-
ing of disgust, happiness, repression, and surprise. The
number of video sequences and frames in each expres-
sion are tabulated in Table 3. Note that the num-

Table 4: Recognition rates for geometry-based features
for subjects without glasses.

Facial Apex Apex and Neighboring
Expression Frame Frames

Disgust 96.88 96.88
Happiness 83.33 72.22
Repression 85.71 90.48
Surprise 73.33 86.67

Average 84.81 86.56

Table 5: Recognition rates for appearance-based fea-
tures for subjects without eyeglasses.

Facial Expression VLBP LBP-TOP STTM

Disgust 93.75 96.88 90.63
Happiness 72.22 83.33 83.33
Repression 95.24 100.00 100.00
Surprise 85.71 85.71 92.86

Average 86.73 91.48 91.71

ber of video sequences used in this part of the exper-
iments is much lower. This is due to the weakness of
the geometry-based method to detect landmark points
accurately for subjects wearing eyeglasses. Therefore
for fair comparisons with the other techniques, in this
experiment we only considered subjects without eye-
glasses.
Two cases are considered in this experiment. The

first case is extracting landmark points using multi-
view tree-based algorithm from the apex frame of each
video. The features are static where there is no vari-
ation in the time domain. The second case is ex-
tracting landmark points from the apex frame and its
neighboring frames (one frame before and after apex
frame), hence capturing dynamic information. Results
obtained are tabulated in Table 4. The results demon-
strate that considering the neighboring frames in ad-
dition to the apex frame increases recognition rates.
This is due to the fact that the features contain more
useful information for better recognition. Overall, con-
sidering neighboring frames has slightly improved the
recognition performance.

3.3 Evaluation on appearance-based and
geometry-based features

The third part of the experiments aims to evalu-
ate the performance of all the appearance-based and
geometry-based features for spontaneous expression
recognition. For fair comparisons, only video sequences
of subjects without eyeglasses are considered in this ex-
periment. Details of the data used are shown in Table
3. Since it has been proved that considering neighbor-
ing frames in addition to the apex frame of each video
produces slightly better recognition, we have chosen
this approach to represent geometry-based features.
The results obtained are shown below in Table 5. Be-
sides evaluating performance in terms of recognition
rates, we also evaluate the computational cost of these
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Table 6: Comparisons of computational cost.

Computational Time (s)
No. of Appearance-based Geometry-based

Frames LBP- Multi-view
VLBP TOP STTM tree-based

5978 15405 16165 9164 30858
1 2.577 2.704 1.533 5.162

algorithms. The time taken by these algorithms to pro-
cess the data are shown in Table 6. Experiments were
performed on an Intel Xeon 3.5GHz workstation with
16GB RAM.
Based on the results in Table 4 and Table 5, we

can observe that LBP-TOP and STTM achieved high
recognition rates for most of the expressions with the
average of 91.48% and 91.71% respectively. The differ-
ence in recognition rates for the algorithms are quite
small. The recognition rates for all the appearance-
based algorithms are lower for most of the expressions
compared to the case where more videos were used
(Table 2). This is due to insufficient number of frames
used in training. As mentioned before, based on initial
testing the multi-view tree-based algorithm performs
better on data with no occlusion on the face region
such as eyeglasses. One of the limitations of current
research in spontaneous FER is lack of data available
for analysis. Due to the difficulty of designing an envi-
ronment for spontaneous data collection, there are few
spontaneous facial expression datasets publicly avail-
able.
In terms of computational cost, STTM outperforms

the other methods with the shortest time taken to pro-
cess the data. On average, STTM took only 1.533
seconds to perform computations for one frame while
VLBP and LBP-TOP took more than 2 seconds. The
geometric features required the longest time to perform
computations.
In general, based on the performance of the algo-

rithms, we can see that all methods perform relatively
well on spontaneous dataset despite the small varia-
tions produced by the expressions. However, based on
the performance of STTM on the entire dataset and
based on the computational cost of the algorithm we
can say that STTM is the most efficient feature extrac-
tion algorithm compared to the rest. Its fast compu-
tation makes it feasible for real-time applications.

4 Conclusion

In this paper, we proposed a spatio-temporal fea-
ture extraction method for facial expression recogni-
tion and performed comparative analysis against state-
of-the-art algorithms. We performed experiments us-
ing video sequences from CASME II, a spontaneous
dataset. Based on the results and discussion, we con-
clude that given enough data for analysis, STTM is the
most efficient feature extraction algorithm outperform-
ing the other methods in terms of recognition rate and
computational time. Hence it is reliable for achiev-
ing high accuracy and fast processing time. As fu-
ture work, we plan to implement these algorithms on a
larger spontaneous dataset consisting of subjects from
different ethnicity, skin color, age and other external
factors.
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