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Abstract

In this paper, we propose a technique for multi-
region autofocusing. The objective is to make the ob-
jects of interest at the different distance locations well
focused while maintaining the shallow depth of field.
Based on the image sharpness analysis of interested
regions, we determine the camera’s best lens position
and largest aperture size such that the depth of field
encompasses all objects selected by the user. Thus, in
addition to emphasize the objects of interest in pho-
tography, our method can also reduce the exposure for
image stabilization. Experiments with real scene im-
ages are presented.

1 Introduction

Autofocusing is one of the most important issues on
modern camera design. The related principle technol-
ogy exploitation has received much attention from the
camera manufacturers in the past few decades. In re-
cent years, due to the improvement of image capture
and display technologies, built-in cameras have become
the essential components of smartphones, tablets and
other mobile devices. The users are also more and more
fastidious on the image quality. However, for most of
these imaging devices, their autofocus system tends to
focus on the scene or object with a certain depth only.
If multiple objects or the scenes with a depth range to
be focused simultaneously, the camera’s aperture size
needs to be reduced and the obtained image would
contain almost no shallow depth of field.
Some autofocus technologies utilize frequency anal-

ysis, edge detection, or join neural system [6, 4, 2] to
obtain or predict the optimal camera focus distance.
The regional search is usually adopted to find the ob-
ject of interest [10]. If one needs the near and far ob-
jects all-in-focus, a small aperture has to be considered.
However, this might cause insufficient brightness dur-
ing the image acquisition process. For the research on
the all-in-focus imaging such as in [11, 1, 8], a set of
low-resolution sharpness measurements of the scene is
analyzed while continuously varying the focus distance
of the lens. From these measurements, they estimate
the final lens position required to capture all objects
in the scene at an acceptable focus quality[3].
In the above methods, a large number of images is

captured and used for analysis or image fusion. For
high-resolution images, the computation cost will be-
come extremely high. Since the most commonly en-
countered autofocus situation is for faces or human-
defined objects [12, 5], it is reasonable to let the users
to select the objects of interest to focus on. As com-
monly shown in most digital cameras, the multi-point
focus detects the vertical and horizontal positions of

the interested regions. When those areas are detected,
they are supplied to the camera’s internal AF sys-
tem for focusing process. By the assistance of touch-
pad panels of modern imaging devices (as such mobile
phones, tablets, etc.), the objects of interest in the
scene can be manually selected by the users. Thus, it
is possible to analyze the content of the selected image
areas for focusing evaluation to avoid the whole image
computation.
To make the objects of interest well focused while

maintaining the shallow depth of field, we need to de-
rive an optimal focus range just covering the depth
range associated with the objects. In this paper, we
present a technique to determine the camera’s best fo-
cus position and largest aperture size such that the
depth of field encompasses all of the objects selected
by the user. The idea is not only to emphasize the
objects of interest in photography, but also to mini-
mize the exposure time required by image acquisition.
Thus, it is able to provide better image quality, es-
pecially when dealing with the scenes under low light
conditions.

2 Approach

To have the acquired image contain the depth of field
effect with the objects of interest well-focused, a target
selection stage is first carried out. In the implementa-
tion, Canon’s official EDSDK and the camera’s built-
in AF system are used to develop the target selection
algorithm. According to the user-selected target loca-
tions, multiple images of the same scene are acquired
with different in-focus regions. This allows the user to
choose the objects of interest and have them presented
sharply in the captured images. Through these respec-
tive focused images, we can derive the information re-
quired in the following focus distance adjustment and
sharpness analysis steps.

2.1 Focus Distance Adjustment

In the target selection stage, we first obtain multiple
images with each of them focused on a single object re-
gion. To adjust the camera’s lens position to have the
best focus distance for all interesting object regions,
we need to know the distance between the camera and
each object. One way to derive the object distance is
to use active devices such as on-board infrared sensors
or laser rangefinders for measurement. However, they
usually only provide rough distance information and
might not be consistent with the camera’s focus set-
ting. Thus, we extract the focus distance information
present in the image header.
It is well known that the Exif data (exchangeable

image file format) contain useful image acquisition in-
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Figure 1. Depth of field tags in Exif data.

formation, including focal length, aperture, exposure
time, resolution, etc. In recent years, some camera
manufacturers have added two new tags which are usu-
ally termed as “FocusDistanceUpper” and “FocusDis-
tanceLower” as shown in Fig. 1. They are used to
indicate the depth of field associated with the lens fo-
cus position of the captured image. Since the scene
is focused within this range, these two tags can also
be used to approximate the maximum and minimum
object distances. From the principle of lens imaging,
we know that the depth of field will be changed due to
the aperture size, focal length, and physical distance.
We adopt the middle of the depth of field range as the
estimated object distance, which is generally not af-
fected too much for the inward or outward expansion
due to the aperture size change. It should also be noted
that, from the principle of depth of field, this range is
different for a different focus distance.

For a 3-D object, the captured image must contain
several small regions with different distances. Most
people usually pay more attention to the details of the
object regions closer to the viewer. Thus, the color
information, contrast and sharpness of these regions
are relatively more important than the object regions
which are also viewable but spatially closer to the back-
ground. In other words, the low image focusing quality
is acceptable to the human eyes for the image regions
of the background scene and the object closer to the
background. To take this fact into consideration, it is
better to set the focus distance using the central and
interior area of the target. Consequently, even if the
object is not located in the range of depth of field,
it can still be sharp enough as long as the difference
between distances is not significant.

Although the proposed method is able to estimate
the distance of the focused object based on the Exif
data, the camera manufacturers do not generally re-
lease the corresponding lens focus position. To estab-
lish the relationship between the lens focus position
and the depth of field range, a database for a specific
camera model (Table 1) is created manually with a se-
ries of changes for the lens position and object distance.
By comparing the distance information of the captured
image and the database images, the difference between
the target and current focus distances can be obtained.
It is then used to derive the lens position for the target
focusing range.

2.2 Sharpness Analysis

To make the depth of field cover all interesting object
and have them well focused, an appropriate aperture
size adjustment is conducted. It is based on the sharp-
ness measurement of the selected object regions in the
image. In this work, we first adopt a contrast measure
based on squared Laplacian (CMSL) [14, 9] defined by

L(x, y) =
1

J ∗K

J∑

x=1

K∑

y=1

G(x, y)2 (1)

where

G(x, y) =
x+1∑

i=x−1

|I(x, y)− I(i, y)|

+

y+1∑

j=y−1

|I(x, y)− I(x, j)|

and I(x, y) is the intensity value. The parameters J
and K are the height and width of the focusing region
in the image for the contrast being evaluated.
For each image pixel, this method can be used to

compute the contrast measure of the associated cross
mask region. In general, the image is sharper with a
high score, and the low score indicates the image is
more blurred. However, the score is also affected by
the image content. For example, if the selected object
in the image is too bright or too dark, the measured
score will be insignificant even the color and edge fea-
tures are present in the region. Thus, the S3 method
[13] and Sobel edge detection are further integrated for
sharpness analysis. The S3 method utilizes the image
spectral and spatial properties to measure the spec-
trum slope and the spatial variation. By taking the vi-
sual perception with different weighting, the generated
results contain larger values to represent the sharper
images.
When a series of images are taken, from blur to well-

focused, more and more edge features will be detected.
By combining the information of edge pixels among the
images, the S3 measures are close to a linear curve. For

Figure 2. The image and regions of interest in the
experiments.
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Table 1. Lens position and focus range for Canon EOS 500D.

Number Lower Upper Number Lower Upper

2 25 27 20 48 58
4 27 28 23 58 76
7 28 30 26 76 113
10 30 33 29 113 182
12 33 37 31 182 527
15 37 41 33 527 65535
18 41 48 35 8191 65535

different sharpness measures, the best results might ap-
pear in different image regions. If we combine various
measurements directly, the results will tend to be dom-
inated by the largest one. To comply the human vision
perception, the measurements are normalized for each
selected object, and the overall sharpness value is given
by

sharpness = α · sharpcontrast + β · sharpedge

+ (1− α− β) · sharpS3
(2)

where α and β are weighting parameters. The derived
sharpness curve of a selected region is approximately
linear under normal illumination conditions.
However, people will not simply look at a region or

a few regions of the image but usually look holistic.
We follow the object distance to divide the scene into
the object at front, the object at middle, and the ob-
ject at back. In other words, we divide the lens rotary
shaft number into three regions: front, middle, and
back (Table.2). Because we choose different objects,
the central focus distance will be different. When fo-
cusing at front, the front objects become clear earlier
than the rear ones. So that we have to choose the rear
image. Similarly, focusing at back, the rear objects be-
come clear earlier than the front ones. So we choose the
front image. According to the value of our sharpness
detection, we rank in ascending order. Based on the ex-
perience, we take the ranked fourth, the ranked ninth
and ranked fifteen as the current best image. Then
use the given weight to revise the selected number of
images.

3 Experimental Results

The experiments are carried out using a Canon EOS
500D camera with a 18−55mm lens and EDSDK v2.11
for camera control. To illustrate the feasibility of our
technique to capture the image of interesting objects
with different distances, we choose a set of five objects
in the scene as shown in Fig. 2. Using the Exif infor-
mation of the image and the focus range in Table 1, the
lens focus positions corresponding to the image regions
A, B, C, D and E are 10, 26, 23, 31 and 4, respectively.
The parameters α and β for sharpness analysis are set
as 0.2 and 0.5.
In the first experiment, it is expected to have the

depth of field only cover the objects A and E. The cor-
responding lens position is given by the average num-
ber of 7. With this lens position setting, a series of
images is captured with different aperture values. The
sharpness analysis is then performed using Eq. (2) and
gives the best selection of aperture value F-5.0. The
obtained image is shown in Fig. 3. It can be seen that,

Figure 3. The image with only objects A and E
well-focused.

Figure 4. Regions of interest obtained with dif-
ferent apertures.

except for the objects A and E, the rest image regions
are still blurred. Fig. 4 shows the regions of inter-
est obtained with adjacent aperture values. F-5.0 is
the largest aperture size which provides the interested
image regions with sharp details.

In the second experiment, we choose C and D as the
objects of interest. The corresponding lens position is
given by the average number of 26. Using the same
steps for sharpness analysis, the resulting image ob-
tained with F-7.1 is shown in Fig. 5. We can see that
the objects A and E are defocused while the objects B,
C and D are all in the range of depth of field. These
two experiments illustrate that the proposed method is
able to derive the smallest depth of field to cover mul-
tiple interesting objects. If the distance range among
the objects is too large, only the smallest aperture can
make all objects well-focused. In this case, our tech-
nique still provides the lens focus position correspond-
ing to the middle of the object distance range.
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Table 2. System pickup table

Rotary shaft number
Front Middle Back

2 4 7 15 18 20 29 31 33
10 12 23 26 35

Select the ranking No.4 No.9 No.15

Object weight
Front Middle Back Front Middle Back Front Middle Back
0.2 0.3 0.5 0.5 0.2 0.3 0.5 0.3 0.2

4 Conclusions

In this work, an intelligent autofocus technique with
an adaptive depth of field capability is presented. It
allows the user to select multiple objects of interest
and make them all well-focused with the largest pos-
sible aperture size. The sharpness analysis combining
various measures is used to obtain the lens focus posi-
tion for each object. It is then used to derive the best
focus distance for all objects. In addition to the depth
of field effect to emphasize the interested regions, the
image acquisition time can also be reduced. Exper-
iments are carried out using real scene images. The
results have demonstrated the feasibility of our object-
selected autofocusing approach.
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Figure 5. The image with only objects B, C and
D well-focused.

Figure 6. Regions of interest obtained with dif-
ferent apertures
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