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Abstract

Knots as well as their density have a huge impact
on the mechanical properties of wood boards. This pa-
per addresses the issue of their automatic detection.
An image processing pipeline which associates low level
processing (contrast enhancement, thresholding, math-
ematical morphology) with bag-of-words approach is de-
veloped. We propose a SVM classification based on
features obtained by SURF descriptors on RGB im-
ages, followed by a dictionary created using the bag-
of-words approach. Our method was tested on color
images from two different datasets with a total num-
ber of 640 knots. The mean recall (true positive ) rate
achieved was (92%) and (97%) for a single dictionary
(built only on samples from the first dataset), for the
two datasets respectively, illustrating the robustness of
our method.

1 Introduction

Wood used for structural purposes needs to fulfill
some requirements and must be sorted by grades to en-
sure the designer that the product meets some mechan-
ical specification. The wood quality is resolved consid-
ering the quantity of defects and their surfaces. Knots,
by nature, are the most prominent defects found in
wood examination. Knots lessen the mechanical prop-
erties of timber and have also been viewed as an un-
desirable visual feature ( for wood furniture). Conse-
quently, wood boards with few knots are exchanged at
higher costs in the business sector than boards with
numerous knots. There has been a developing concern
toward innovative work of wood imperfection detec-
tion as well as characterization techniques and frame-
works. Several studies have been carried out in or-
der to define the knottiness of a timber. The knot-
tiness of a board is characterized by a value which is
used in prediction’s models of mechanical properties
[4]. Among the very few published methods which
are dealing with wood defect detection, attention is
only brought to methods dealing with knots detection.
In [6], the authors described a method that combines
texture features and percentile features using simple
spatial operators. They detected the defects in parquet
slabs, and showed that co-occurrence features outper-
formed the signed differences and local binary patterns
(LBP), which demonstrates that the intensity infor-
mation is very descriptive, the dataset was extracted
from an application environment developed for detect-
ing the defects in parquet slabs. The results shown that
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the performance can be improved if additional features
were extracted. The main weakness of this method
using color percentile features is that the dependen-
cies between neighboring pixels are not described. In
[7], the authors used non-supervised clustering for dis-
tinguishing between defects and clear wood based on
Self-Organizing Map (SOM). Multidimensional feature
vectors containing texture and color is used for train-
ing. However, the main limitation of this approach
is the selection of the most discriminative features.
Fuzzy Min-Max neural network for image segmenta-
tion was proposed in [8]. It combines many steps, the
first of which is a seed selection process followed by a
Fuzzy Min-Max neural network used for classification.
The system outputs minimum bounding boxes enclos-
ing the defects. In [11], the authors applied image seg-
mentation on digital veneer images through a series of
morphological operations to separate the regions which
contain knots. They also applied an adaptive thresh-
olding method to the gray-scale and red components
of the segmented images to enhance the accuracy of
knot detection. However, this approach produces a lot
of false positive detection.

In this paper, we propose a method based on classifi-
cation using the bag of words (BoW) approach. First,
a dictionary based on SURF features [1] extracted
from knot and clear wood regions in a training step,
is created. Then, for a given test image, the poten-
tial knot regions are detected in a pre-processing step,
then SURF features for each candidate regions are ex-
tracted. These features are transformed into a his-
togram of words occurrences using the learned dictio-
nary in the training step. Finally we use the histogram
as input to a linear kernel SVM for classification.

The rest of the paper is organized as follows: on
section 2 our proposed method is explained. Experi-
mental results are presented in section 3, and finally
section 4 concludes the paper.

2 Proposed Method

The proposed method comprises two steps: i) a pre-
processing step for improving the contrast of the input
image and for detecting potential knots regions in the
image, and ii) a classification step for detecting the
timber knots.

2.1 Pre-processing
Knots appear as regions of dark intensities in the

RGB color images of wood timbers. As such, they
may be detected through thresholding. However, the
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Figure 1. Pre-processing flowchart

threshold value may be different for each image, requir-
ing empirical determination. We therefore use Otsu’s
method for automatic determination of the thresh-
old [5].

Prior to thresholding, contrast stretching is per-
formed to isolate dark regions and thereby knots. Con-
trast stretching is the process of transforming the in-
tensity characteristics of the image such that dark re-
gions are further darkened and bright regions are fur-
ther brightened [3]. We employ the following stretching
operator:

1

Li=——,
1+ (I+e)n

1)

where I is the input image, I its mean intensity value,
and I is the output of the transformation. ¢ is a term
added to avoid division by 0, and n controls the slope
of the applied function.

After contrast stretching, potential knots regions
are detected by thresholding the input image using
a threshold obtained with Otsu’s method. Further-
more, morphological operations (such as opening and
closing) are performed subsequent to thresholding in
order to form connected components comprising the
knots. Opening detaches poorly connected regions,
while closing forms connected components. Figure. 1
shows an overview of the pre-pocessing steps used to
detect knots in color images of timbers.

While the thresholding method finds the knots in
the input image, it also produces many false detec-
tion in cases where the intensity characteristics of the
knots in the image are not distinguishable or in case of
noise in the image. In the next subsection, we propose
a classification method to reduce the number of false
detections.

2.2 Bag-of-words representation and classifica-
tion

Our method uses the bag-of-words (BoW) represen-
tation of images for classification. BoW introduced
in [10] is a powerful image representation method that
has been used in different applications such as object
recognition and image category classification. In our
work, we adopt a supervised classification method. We

288

first form a training set by collecting a set of images
of knots regions in different images. The training set
also contains images of clear wood regions (that is re-
gions not corresponding to knots). Our training set
contains 100 knots images and 100 clear wood images
respectively. We then extract a set of low-level features
from the training images and build a visual vocabulary,
or codebook, by quantization of the low-level features.
SURF features [1] are extracted from the three chan-
nels of the RGB color space. We use SURF because
it is fast and invariant to image transformations like
illumination changes, rotation and scale changes.

The features extracted from the entire set of training
examples are then used to create a codebook using K-
means clustering. If we define K clusters in the feature
space, then the visual dictionary or codebook will con-
tain K words each one being the center of one cluster.
After creating the codebook, each of the training ex-
ample is represented as a histogram of size K obtained
by calculating the frequency of occurrences of each of
the K words in the features extracted from the image.

Finally, the obtained histogram representations are
used as input features to train a linear SVM classi-
fier [2] for distinguishing between knots areas and other
regions in a timber image. The SVM finds a linear
hyper-plane which maximizes the margin in this higher
dimensional space. The training vectors x are mapped
into a higher dimensional space by a kernel function
k(x,y), here we use linear kernel defined as following:

K(z.y) = 2"y, 2)

For detecting knots in a new test image, the pre-
processing method explained in section 2.1 is first ap-
plied which results in a set of potential knots regions
in the image. We then extract SURF features from
each potential region and find the closest word in the
codebook to each individual feature. The frequency of
occurrences of the visual words forms the histogram
representation of the region. Finally, the SVM classi-
fier uses this histogram representation as input feature
vector to predict the label of this region.

A diagram that summarizes the proposed method is
shown in Figure. 2.

3 Experimental Results

In this section we present quantitative and qualita-
tive results obtained by the proposed method. The
proposed method is evaluated using two different
datasets which have different wood characteristics.
The first dataset consists of 252 images of Epicea wood
with dimensions 650 x 4500 pixels. This dataset is
directly extracted from the common production of a
sawmill where the ground-truth was provided manu-
ally. The second dataset is a subset of the university
of Oulu wood dataset [9]. We have randomly selected
50 images containing about 113 knots. The images
have resolution 488 x 512.

For creating the visual dictionary, we have extracted
100 knots regions and 100 clear wood regions from the
first dataset (Epicea dataset) to form our training set.
As explained in section 2.2, we first extract SURF fea-
tures from the entire training set of images, and create
a codebook by quantization of the features into a set
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Figure 2. Proposed Algorithm
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of words. Then, each training image is coded as a his-
togram representing the frequency of occurrences of the
visual words. Finally, the histogram representation are
used as input to train a linear SVM classifier. For test-
ing, a second set of images of wood boards containing
527 knot regions, not used for training, is used.

In order to evaluate the performance of the method,
we used three measures which are recall, precision and
false negative rate (FN). The recall (or true positive
rate) represents the proportion of actual knots cor-
rectly identified by the method. The precision is the
proportion of positively identified cases that are ac-
tual knots, and FN represents the proportion of actual
knots that are not detected by the method. These
measures are defined by the following equations:

TP
Recall = m (3)
. TP
Precision = TP FP (4)
FN
FNrate = ————
rate TPLFN (5)

For the first dataset, which contains 527 knots, the
proposed method correctly detects 485 knots which
corresponds to a recall of 0.92% and a precision of
0.9% when using a dictionary of size 25 words. Fig-
ure. 3 shows the evolution of recall and precision as
the size of the dictionary varies. As can be seen, a dic-
tionary of 25 words achieves the highest performance
both in terms of recall and precision.

The overall value of FN rate is 0.08 for Epicea
dataset, which corresponds to 42 knots not detected.
In Figure. 4 we show the histogram of knots which are
not detected in Epicea dataset. The x-axis represents
the area of knots in pixels and the y-axis represents the
number of knots. The dimension of the timber board in
Epicea dataset is 4000mm x 150mm =600000 mm? and
the image resolution is 645 x 4038 = 2604510 pixels.
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Analysis of Precision and Recall rate for knots detection
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Figure 3. Knot detection performance with the
Epicea datatset.

This means the area of one pixel is equal to 0.23mm?2.
In the worst case, the largest knot not detected by our
method has an area of 600 pixels which corresponds to
a knot of size 11.76 x 11.76 mm?2. The mean size, in
pixels, of knots not detected is equal to 150 pixels and
corresponds to area of 6 x 6 mm?2, which will not af-
fect the stiffness of the lumber. Therefore, our method
misses in the pre-processing step only knots of very
small size.
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Figure 4. Analysis of knots not detected.

We also evaluate our method with the Oulu [9]
dataset which is a complete different dataset from the
Epicea dataset used to create the dictionary. The best
results for this dataset in terms of precision and recall
were obtained for a dictionary size of 35 words which is
illustrated in Figure. 5. The method correctly detected
109 knots out of 113, which corresponds to a recall of
0.97% and a precision of 0.87%. The overall values of
FN rate for the Oulu dataset is 0.03 which corresponds
to 4 knots not detected.

The results are summarized in the (table(1)) and
Figure. 6 shows some qualitative knots detection re-
sults on color images for the two datasets.



Figure 6. Qualitative results of the proposed method. First row shows results for the Epicea dataset, and

Second row shows results for Oulu datset.
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Figure 5. Knot detection performance with the
Oulu datatset [9].

Dataset Total count Recall Precision | FNrate
of knots

Epicea 527 0.92 0.90 0.08

Oulu [9] 113 0.97 0.87 0.03

Table 1. Knots detection results.

4 Conclusion

In this work, we proposed a method for automatic
timber knot detection in color images. The method
is based on a pre-processing step which detects po-
tential knot regions using contrast enhancement and
thresholding. Then, a classification step based on the
bag-of-word approach and SVM classifier is proposed
to reduce the false positive cases. Experimental results
using two different datasets show the good performance
of our method with a recall of 0.92 and 0.97 for both
dataset, and precision of 0.90 and 0.87 respectively.
The knots that are not detected correspond to very
small areas on the board, about an area of 36 mm? on
a timber board of size 4000mm x 150mm. Our future
works include the analysis of other wood defects such
as cracks and the evaluation with other types of wood.
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