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Abstract 

Our study proposes a new reliable background pre-
diction for object detection in a frame sequence. Our 
method generates the approximated Gaussian Mixture 
Model (GMM) from the standard GMM by eliminating 
moving objects that can be easily detected based on frame 
differences. This reduces the computational time taken to 
predict the background image by averaging the intensity 
of each pixel of approximated GMM. However, the com-
putational time costs more to fit each GMM parameter 
using an EM algorithm. In addition, this method achieves 
a reliable background prediction. This is possible because 
the precision of the background prediction is higher than 
other conventional approaches. Using the proposed 
background subtraction method, our experimental results 
indicate that the precision and recall levels obtained were 
approximately 20% higher than other levels that were 
obtained using conventional approaches. 

1. Introduction 

Computational barriers had limited the complexity of 
real-time video processing applications in the past. Con-
sequently, most systems were too slow to be useful, or 
could be realized only by restricting them to highly con-
trolled situations. Recently, the advent of faster computers 
has allowed researchers to consider more complex, robust 
models for the real-time analysis of streaming data. These 
new methods allow researchers to model real-world pro-
cesses in variable conditions. 

In the field of video surveillance and monitoring, a 
robust system must be independent of camera placement. 
In addition, it should be independent of objects in the 
visual field, overlapping of these objects, lighting 
movement in cluttered areas, shadows, changes in light-
ing, moving scene element effects, slow moving objects, 
or objects being introduced, or removed from the scene. 
In general, traditional approaches that are based on 
background subtraction methods fail in these situations. 
Hence, our goal is to create a robust, adaptive background 
prediction method that is adequately flexible to manage 
lighting variations, multiple object movements, and other 
arbitrary changes in the experimental scene. 

Background modeling is a technique that is used to 
model the background changes that occur in each obser-
vation scene. This technique can detect the foreground 
region without supervised learning. Hence, it is widely 
used as an effective methodology in image analysis. The 
background is generated as a model, based on a statistical 
analysis of the observed static visual field. The back-
ground subtraction method extracts moving objects in 

order to detect the difference between the current frame 
and the background model. However, there are limitations 
to establishing high-quality background models because 
changes are not caused only by the movement of objects. 

In previous studies, typical background models were 
based on statistical approaches [1-3]. However, other 
approaches could be used to predict the background. 
These approaches are based on the intensities of a speci-
fied pixel, its peripheral pixels [4-5], the gradient of the 
pixel intensity, and the temporal information between 
frames [6-7]. 

In this study, we propose a new background prediction 
approach. This approach uses adaptive frame accumula-
tion, driven by motion detection, to generate a robust and 
reliable background. To generate an adaptive averaged 
background, only the static pixel intensities are accumu-
lated. This can be performed only if the frame difference 
at the corresponding location is sufficiently small. The 
adaptive averaged background is defined as the adaptive 
averaging frame. 

2. Related Works 

There are several reports on robust background mod-
eling for background subtraction using sequenced scenes 
from past to present, in order to achieve high perfor-
mance and low computational cost. For example, there 
are conventional approaches such as spatial approaches 
[4-5], temporal approaches [6-7], and statistical ap-
proaches that are based on the analysis of the pixel 
intensities [1-3] appearance frequency. 

These conventional approaches [1-7], represent the 
pixel intensity distribution at the specified location using 
the Gaussian mixture model, as shown in Fig. 1. The 
pixel intensity is almost constant, when there is no mov-
ing object across the specified location. However, the 
pixel intensity derivative becomes higher when the 
moving object passes through the specified location. 
When this occurs, the profile of the pixel intensity at the 
specified location becomes a curve, as shown in Fig. 1 
(b). The pixel intensity distribution, as shown in Fig. 1 
(b), can be approximately represented by using the 
Gaussian Mixture Model (GMM), as shown in Fig. 1 (c). 
The GMM Parameter fitting can be performed with the 
Expectation-Minimization (EM) algorithm. 

Robustness can also be achieved by combining hybrid 
approaches. However, these approaches increase compu-
tational costs. Our approach is very different when 
compared to these related approaches. The proposed ap-
proach applies motion detection for frame accumulation. 
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3. Overview of the Proposed Approach 

3.1. Concept of Approximated GMM 

 

Figure 1. Basic Design of Approximated GMM 

The target of this study is focused on the video sur-
veillance for the outdoor scene. GMM is used to achieve a 
reliable background prediction for object detection. Fig. 1 
(a) (c) displays the basic GMM features, which can be 
represented as a linear combination of simple Gaussian 
models. However, this requires high computational costs 
to fit every parameter of each Gaussian model in the 
GMM. Our study represents the pixel intensity distribu-
tion as a small amplitude and single Gaussian model when 
a moving object passes through the specified location in 
the frame, as shown in Fig. 1 (a) and (b). Based on the 
frame difference, it can detect moving objects easily. This 
could reduce the calculation cost, if the smaller amplitude 
distribution, which is caused by a moving object, can be 
separated from the GMM. We propose a new GMM ap-
proximation, called approximated GMM, which can 
eliminate the moving object, using the frame difference. 
This is depicted in Fig. 1 (a). The GMM is transferred into 
the single Gaussian model based on frame differences as 
shown in Fig. 1 (d). It can remove the part of the GMM 
distribution that is caused by the moving objects, using 
the proposed approach. It is easier to fit parameters of the 
single Gaussian model than the fitting problem for GMM. 

3.2. Algorithm Outline of Proposed Approach 

The proposed approach is separated into three parts: 
Motion Detection, Object Tracking, and Predicted Back-
ground Generation. The Motion Detection procedure can 

motion , based on the frame dif-
ference between each adjacent frame pair. The frame 
difference is defined as: 
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where f(x, y, n) is the pixel intensity on the coordinate (x, 
y) at the frame number n. The motion mask m(x, y, n) 
indicates whether the object at (x, y) is moving. The mo-
tion mask m(x, y, n) is set to one motion

component, when the frame difference d(x, y, n) is larger 
than the specified threshold value Thm. Else, the motion 
mask m(x, y, n) is set to zero. That is: 
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The Object Tracking procedure detects regions of the 
moving objects based on moving detection results. This 
identifies the area where the frame difference is larger 
than the specified threshold value, and registers it as the 
moving object. It can be registered as the moving object, 
which is stopped in the frame window, even if the frame 
difference of that region is lower than the threshold value. 
The registered moving object is distinguished from the 
background if the frame difference becomes zero. 

The Predicted Background Generation procedure es-
timates the ground precision background for each frame. 
We have introduced the adaptive frame accumulation 
procedure s(x, y, n). This extracts the averaged back-
ground of each frame, if the position (x, y) does not 
belong to moving objects. Because the frame contains 
the moving element at the specified location (x, y), where 
m(x, y, n) is set to one, the background pixels can be ex-
tracted based on m(x, y, n). This indicates that the frame 
f(x, y, n) contains a static element at (x, y), when the val-
ue of m(x, y, n) is equal to one. The adaptive frame 
accumulation is defined as: 
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where Nacc is the period for one adaptive frame accumu-
lation. This value can also denote the number Nm as the 
number of non-moving pixels at the position (x, y), 
which ranges from I = 0 to Nacc. That is: 

accN
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The predicted background bave(x, y, n) can be represented 
as the period of an adapted frame accumulation. That is:  

mave Nnyxsnyxb ),,(),,(           (5) 

The computational cost is rather large, when bave(x, y, n) 
is updated at every frame. We also assume that the illu-
mination changes are not so large for a short period. 
Based on these observations, bave(x, y, n) is updated for 
every Nup frames in the proposed approach. 

When position (x, y) belongs to moving objects, bave(x, 
y, n) is assigned to the previous value of bave(x, y, n-Nacc). 

4. Experimental Results 

Several experiments on background subtraction were 
performed for real frame numbers to evaluate the quality 
of the predicted backgrounds using the proposed ap-
proach. The precision, recall, and F measure were 
introduced as evaluation measures to evaluate the per-
formance of our approach. The precision, recall, and the 
F measure are defined as: 

FPTPTPPrecision            (6) 

FNTPTPRecall             (7) 

RecallPrecisionmeasureF 112       (8) 
where True Positive (TP) is the number of pixels detect-
ed in the foreground, False Positive (FP) is the number 
of pixels falsely detected in the foreground, and False 
Negative (FN) is the number of pixels falsely undetected 
in the foreground. This indicates that the quality of the 
background prediction is higher when the precision and 
recall are larger. 
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The public scene databases SCENE 1, which contains 
5337 frames, is introduced to evaluate the background 
quality of our approach. Sample results for SCENE 1 are 
shown in Figs. 2, 3, and 4. The frame sequence includes 
faster moving people with some illumination changes. 
Examples of the experimental results of background sub-
traction for SCENE 1 are shown as backgrounds 
predicted by the proposed approach. Figs. 2 (a) and 4 (a), 
depicts the current frame. Figs. 2 (b) and 4 (b), depicts 
the ground precision of the background subtraction, 
which is generated manually. Figs. 2 (c) and 4 (c), de-
picts the background predicted by the proposed approach. 
This is generated from a specified number np from past 
frames in these experiments. In the experiments, each 
averaged background is updated every nup frames. In 
these experiments, np = 60 and nup = 15, which are set 
based on human expertise. Figs. 2 (d) and 4 (d), show the 
background subtraction results using the background 
predicted by the proposed approach. The results of the 
precision, recall, and F measure are summarized in Table 
1.  

In cases where there were only fast moving persons in 
the foreground region, the precision, recall, and F 
measures were sufficient. These results are shown in Figs. 
2, 3, and 4. Experimental results show that the back-
ground subtraction was able to detect moving objects in 
cases of fast moving objects. The background subtraction 
used the predicted background generated by our ap-
proach to detect these moving objects. 

The precision, recall, and F measure shown in Figs. 2, 
3, and 4 are adequate. However, the precision and 
F-measure are smaller than those of SCENE 1 because 
there are slower moving people in the foreground region, 
with larger illumination changes. Experimental results 
show that the background subtraction was able to detect 
moving objects in cases of fast moving objects with low 
illumination changes. The background subtraction used 
the averaged background generated by our approach to 
detect these moving objects. 

Table 2 summarizes the maximum value of the F 
measure for each of the scene databases that were gener-
ated by the conventional approaches, using the public 
scene database. The results can be compared with our 
approach. The Stuttgart Artificial Background Subtrac-
tion Dataset (SABS) [8] is applied to evaluate the 
performance. The Basic scene in SABS, contains a sway-
ing tree, as the background fluctuates with small 
illumination changes. The Bootstrap scene in SABS does 
not contain training data. The Darkening scene in SABS 
contains a simple illumination change, which darkens 
gradually. The Light Switch scene in SABS contains a 
scene where lights in a store switch on or off. Table 2 
proves that the proposed approach can achieve higher 
performance values for the background subtraction of 
each dataset. 

5. Conclusion 

In this study, we proposed a new background predic-
tion approach where adaptive frame accumulation driven 
by motion detection can be used to generate a robust and 
reliable background. Only the static pixel intensities are 
accumulated to generate the adaptive averaged back-
ground, provided that the temporal frame difference at 

the corresponding location is sufficiently small. The 
adaptive averaged background was estimated as the 
adaptive averaging frame. Our experimental results 
showed that both the precision and recall levels obtained 
using our proposed background subtraction method were 
approximately 20% higher than those obtained using 
conventional approaches. 

(a) current frame (b) ground truth

(c) predicted background by proposed 

approach

(d) object detection result using predicted 

background
 

Figure 2. Experimental Results for Case 1 

(a) current frame (b) ground truth

(c) predicted background by proposed 

approach

(d) object detection result using predicted 

background
 

Figure 3. Experimental Results for Case 2 

(a) current frame (b) ground truth

(c) predicted background by proposed 

approach

(d) object detection result using predicted 

background
 

Figure 4. Experimental Results for Case 3 
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Table 1. Summarized Evaluation Results for SCENE 1 

 Precision Recall F measure 

Results of Fig. 2 0.87 0.72 0.79 

Results of Fig. 3 0.76 0.81 0.78 

Results of Fig. 4 0.89 0.48 0.62 

 

Table 2. F measure Comparison for Scene Dataset SABS 

Approach Basic Bootstrap Darkening 
Light 

Switch 

McFrlane [9] 0.61 0.54 0.50 0.21 

Stauffer [1] 0.80 0.64 0.40 0.22 

Oliver [10] 0.64 - 0.30 0.20 

McKenna [11] 0.52 0.30 0.48 0.31 

Li [12] 0.77 0.68 0.70 0.32 

Kim [13] 0.58 0.32 0.34 - 

Zivkovic [14] 0.77 0.63 0.62 0.30 

Maddalena [15] 0.77 0.50 0.66 0.21 

Barnich [16] 0.76 0.69 0.68 0.27 

Maeda[17] 0.76 0.70 0.74 0.35 

Proposed 0.81 0.81 0.78 0.74 
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