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Abstract

Approaches for cross-pose face recognition can be
categorized into 2D image based and 3D model based.
However, only a small number of 3D model based ap-
proaches are reported although 3D information is con-
sidered crucial for cross-pose analysis. Extended from
a latest face reconstruction method using a single 3D
reference model, this study focuses on using the recon-
structed 3D face for recognition across poses. Given a
2D face image of frontal pose, one can reconstruct its
3D model from a 3D reference face using spherical har-
monics to approximate the reflectance across the given
face. Experiments on the PIE database show that addi-
tion of local correspondences for pose alignment, mul-
tiple reference models considered in the reconstruction
phase, and the addition of a profile pose to the gallery
set can make the performance competitive to the state-
of-the-art.

1 Introduction

The approaches for face recognition across poses can
be generally split into two categories, one is 2D image
based [1, 2, 3, 4] and the other is 3D model based
[5, 6, 7, 8]. An extensive review on both categories can
be found in [9]. Although the 2D based approaches can
be derived from 3D analysis, they only require multi-
ple 2D images in the training phase, instead of the 3D
facial models considered in the 3D model based meth-
ods. Because more advancement has been made on
2D based approaches than that on 3D based ones, the
former appears to outnumber the latter significantly
in the literature [9], and only a small number of re-
search on the latter is available. Therefore, more 3D
model based methods are yet to be developed as 3D
facial information is considered crucial for cross-pose
recognition.
In the 2D based methods, the Eigen Light-Feilds

(ELF) [1] assumes that the pixel intensity corresponds
to the radiance of light emitted from the face along cer-
tain rays in space, is defined on the set of all such radi-
ance values over all possible rays. Tied Factor Analysis
(TFA) [2] decomposes a face into a latent variable (or
factor) in the identify space, a pose-dependent map-
ping from identity to observation, a pose-dependent
mean and a noise. Given a non-frontal face with a
known pose, its corresponding frontal pose can be es-
timated using the learned frontal pose mapping and
mean, and then matched against those in the gallery.
This method requires manual annotation of local fea-
tures for pose alignment, and similar to ELF, it only
works for the poses available in the training phase. A
stereo matching approach with epipolar geometry [3]

evaluates the similarity between two faces with dif-
ferent poses. Given a few matched points on both
faces, the dense correspondences across the faces can
be computed using an optimized stereo matching ap-
proach. The performance degrades when misalign-
ment. A regression-based approach [4] estimates the
coefficients of linear combinations of the 2D face im-
ages in the training set for approximating the face in
3D. Similar to most 2D-based methods, this approach
also suffers from the limitation that it only works for
poses available in the training set.

In 3D model based approaches, the morphable model
[5] uses the prior knowledge, including the 3D face
shapes and textures, collected from hundreds of 3D
facial scans to build a 3D model for a given 2D image.
Although considered as an effective solution for cross-
pose recognition, it is expensive in storage and com-
putation. A similar approach but modified with auto-
matic feature localization is given in [6]. It is reported a
satisfactory performance for poses less than 45◦ but de-
grades significantly for large poses. We consider this a
baseline for 3D methods in our performance evaluation.
The Generic Elastic Model (GEM) [7] reconstructs the
3D face from a single 2D face which has been anno-
tated by as many as 79 fiducial points which influences
the reconstruction accuracy significantly. Another lat-
est work on cross-pose recognition, the Heterogeneous
Specular and Diffuse (HSD) [8] allows both specular
and diffuse reflectance coefficients to vary spatially to
better accommodate the surface properties of faces. A
few face images under different lighting conditions are
needed to estimate the 3D shape and surface reflectiv-
ity using stochastic optimization. The resultant per-
sonalized 3D face model is used to render novel gallery
views under different poses for recognition across pose.

Our method extends the work in [10], one of the lat-
est research on 3D face reconstruction, to cross-pose
face recognition. It is 3D model based in nature, but
different from [5, 6, 7, 8] and others in that it exploits
a single 3D reference model and recovers the 3D shape
of a 2D face image in the gallery without the need of a
dense set of correspondence points. This method con-
sists of two phases: I. the 3D reconstruction using the
reference model and spherical function approximation,
as presented in Sec. 2, and II. the model-based synthe-
sis of novel views and pose-oriented feature extraction
and matching, as described in Sec. 3. It is observed in
our experimental study, presented in Sec. 4, that ad-
ditional correspondence points, an additional 3D ref-
erence model considered in the reconstruction phase,
and the addition of profile pose to the gallery set can
substantially improve the performance, followed by a
conclusion given in Sec. 5.
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2 3D Reconstruction from a 2D Face

We reformulate the problem as a constrained mini-
mization so that the well-known scheme with Lagrange
multipliers can be applied. We also make some minor
modifications to the original algorithm, making our re-
construction somewhat different from that in [10], al-
though the overall workflow and results are similar.
Nevertheless, the investigations that we have added to
the reconstruction phase include the study on differ-
ent numbers of fiducial points used for the alignment
between the 2D image and 3D reference model, and
the model parameter estimation when considering a
3D face scan from a different database as the reference
model.
Assuming that the face surface is Lambertian, a 2D

face image I(x, y) can be written as

I(x, y) = ρ(x, y)�h(x, y) · �n(x, y) = ρ(x, y)R(x, y) (1)

where ρ(x, y) is the surface albedo at the point (x, y),
�h(x, y) ∈ R3 is the lighting cast on (x, y) with inten-
sity on each of the three directions, �n(x, y) is the face
surface normal at (x, y), and the reflectance R(x, y) =
�h(x, y) · �n(x, y). For simplicity of notation, the coor-
dinates (x, y) is dropped in the rest of the paper, and
�n(x, y), for example, is written as �n. With Lambertian
surface and a few assumptions [10], the reflectance can
be approximated using spherical harmonics,

R(x, y) ≈ �l · �Y (�n) (2)

where �l is the lighting coefficient vector and �Y (�n) is the
spherical harmonic vector, which, in the second order
approximation, takes the following form:

�Y (�n) = [c0, c1nx, c1ny, c1nz, c2nxny, c2nxnz, c2nynz,

c2(n
2
x − n2

y)/2, c2(3n
2
z − 1)/2

√
3
]T

(3)

where c0 = 1/
√
4π, c1 =

√
3/
√
4π, c2 = 3

√
5/
√
12π.

The difference between (1) and (3) is that the light-

ing intensity and direction are all merged into �h in (1),
separated from �n, but in (3) they are split into the

lighting vector �l and the spherical harmonics �Y (�n),
which is solely dependent on the components of �n,
namely nx, ny and nz.

The core problem can now be formulated as the min-

imization of ||I − ρ�l · �Y (�n)|| over ρ, �l and �n. The
solution in [10] uses a reference model Mr, which of-
fers the depth zr(x, y), the surface normal �nr(x, y) and
the albedo ρr(x, y) as reference for initialization, mak-
ing the problem solvable by regularization. Because
of a better computational efficiency, we choose DoG
(Difference of Gaussian) instead of LoG (Laplacian of
Gaussian) adopted in [10] in the minimization.

min
�l,�z,ρ

∫
(I−ρ�l · �Y (�n))2+λ1(Dg ∗dz)2+λ2(Dg ∗dρ)2dxdy

(4)
where dz = z(x, y) − zr(x, y), dρ = ρ(x, y) − ρr(x, y),
and Dg∗ denotes the convolution with the DoG; λ1

and λ2 are constants. Although this is not described
explicitly in [10], the formulation in (4) can be better

interpreted as the minimization of ||I − ρ�l · �Y (�n)|| sub-
ject to the constraintsDg∗dz ≈ 0 andDg∗dρ ≈ 0. Such

a formulation allows the interpretation of λ1 and λ2 as
the Lagrange multipliers. Assuming that I is aligned
to the reference model, the reconstruction tackles the
minimization in (4) by first solving for the spherical

harmonic coefficients �l using the references zr and ρr ,
then the depth z(x, y), and then the albedo ρ(x, y).

The alignment between I and the reference model
needs corresponding fiducial points on both I and the
reference model. We applied the method in [11] for au-
tomatic detection of facial features, and adjusted the
results manually in case the method failed to perform
ideally. Given a set of fiducial points that split I and
the reference face into corresponding local regions, per-
spective and affine transforms are applied to fit each
local region of the reference model to the correspond-
ing region in I. Our experiments show that it is not
always true that more corresponding points lead to a
better performance.
Instead of using the samples from the USF database

as the reference models as in [10], we select the 3D
images from the FRGC database [12] for its popularity.
Each FRGC 3D image consists of a range image and
a texture image as shown in Fig. 1(a), on which one
needs to estimate �nr(x, y) and ρr(x, y). This step is
excluded in [10], but considered an essential part of the
method when one is considering a different reference
model. Rather than computing the surface mesh to
obtain the surface normal vector �nref from each mesh,
we apply the approximation on the point cloud dataset
of each point pi directly by Total Least Squares (TLS)
proposed in [13].

C =
1

k

k∑
i=1

(pi − p) · (pi − p̄)
T

(5)

C · �vj = λj · �vj , j ∈ {0, 1, 2} (6)

TLS decomposes the covariance matrix C of the
k-nearest neighboring points of pi and estimates
�nref (x, y) using the regional eigen-structure. p rep-
resents the 3D centroid of the nearest neighbors. The
j-th eigenvalue and eigenvector of the covariance ma-
trix is represented in λj and �vj .

(a) (b) (c) (d) 

Figure 1: (a) 3D image from FRGC (b) depth map (c)
normal map (d) albedo after model parameter estima-
tion.

3 Face Recognition Across Poses

We assume a common scenario that the gallery has
one frontal face image per subject for enrollment, and
the probe set contains face images of other poses for
recognition. A couple issues must be solved for this
scenario: the preparation of the images good for train-
ing from the reconstructed 3D face, and the estimate
of the pose of a given probe so that its matching to
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the gallery can be fast. These are discussed below.
To refrain the scope of this paper from covering facial
feature localization, which can be solved by many al-
gorithms, e.g., [11], we assume that the fiducial points
on a probe can be available using these algorithms or
by manual annotation.

3.1 Reconstructed Model Based Training Im-
ages

Each face image in the galley set is taken as the
I(x, y) in (4) for making its corresponding 3D face from
the reference model. The alignment between I(x, y)
and the reference model is performed using a number of
fiducial points manually selected. It is observed in our
experiments that the precision of the alignment makes
a strong impact on the recognition performance. This
is discussed along with experimental results in Sec. 4.
Following the approach presented in Sec. 2, one can

obtain a 3D reconstructed face for each gallery image.
However, one cannot directly use this 3D face to gen-
erate 2D images of other poses good for recognition
because the discontinuities among the depth points of
the reconstructed face induce many null spots when
projecting onto the 2D image planes of other poses.
To fill in the null spots, we compute the triangle mesh
on each depth point with its two nearest neighbors.
The gallery image is then used as the texture on the
meshed surface and projected onto the image plane of
a desired pose. The work flow of the recognition is
illustrated in Fig. 2.

Rotate and 2D Projection 

Reconstructed 3D Models of Enrolled Subjects 

Train LBP feature 
extraction 

SVM Classifiers of Pose 
Clusters 

LBP feature extraction 

ID = ? Synthetic Gallery Images 

Pose determination 

Recognition 

Test Image 

Test 

Figure 2: Work flow of face recognition across poses
base on single reference model.

3.2 Pose-Oriented Recognition

Although one can generate training images of arbi-
trary poses using the above approach, we consider it
a better option to generate pose-oriented clusters of
training images. Take the pose subset with 13 varia-
tions in the CMU PIE database [14] as an example,
which is used in our experiments for performance eval-
uation. When generating the training set, each of these
poses is considered as the center of a pose-oriented clus-
ter, and four neighboring poses are synthesized and
added to the cluster, including ±10◦ in yaw and pitch
angles. Instead of using the PIE original pose tags,
such as c02, c37, ..., we use the approximated pose
angle with an alphabet in the front to denote its direc-
tion. For example, R67.5◦ refers to 67.5◦ to the right,
U22.5◦ is 22.5◦ upward and D22.5◦ is 22.5◦ downward.
All synthesized face images are normalized in size to
either the distance between the eyes and mouth when
the poses are primarily caused by horizontal rotations,

or to the distance between both eyes when the poses
are caused by vertical rotations.

Given a probe with fiducial points available1 for size
normalization and pose matching to the pose cluster
in the gallery set, the size of the pose is first normal-
ized so that the distance between the eyes and mouth
is the same as those used in the images. The texture
feature LBP is extracted. We applied the uniform pat-
tern (ULBP)2 with the feature dimension reduced to
59. The ULBP is extracted for each pixel, and the
associated histogram is obtained as the feature vector
for a block of 32 × 32 in size. Each 128 × 128 input
image is split into 4× 4 blocks, and the feature vector
of each 32×32 block is cascaded into a 4×4×59 = 944
dimensional feature vector. Following the above pro-
cedure, each person in the gallery can have 13 pose
clusters, and each cluster has five synthesized images
with ULBP feature extracted.

4 Experiments

All experiments were carried out on a Linux plat-
form with Intel Core i3-2120 processor with 3.30 GHz.
We used OpenCV (http://opencv.org) for im-
age processing, CLAPACK (http://www.netlib.
org/clapack) for solving optimization and Freeglut
(http://freeglut.sourceforge.net) for han-
dling 3D models of different poses. The Point Cloud
Library (http://pointclouds.org) was used for
preprocessing on both the reference and reconstructed
models. All reference models were taken from the
FRGC database [12] and resized into 250×300. The
recognition was evaluated on the PIE pose subset, with
frontal pose as the gallery and the remaining poses
as the probe. The processing time for reconstruction
was found to increase exponentially with the scale fac-
tor imposed on the gallery image considered for re-
construction. 0.3x was selected in all experiments for
better efficiency with 133 seconds processing time.

Three issues were studied: additional fiducial points
for local correspondences and pose alignment, an ad-
ditional 3D reference model considered in the recon-
struction phase, and the addition of profile pose to the
gallery set.

Additional Fiducial Points for Pose Alignment
The more fiducial points available for the local cor-

respondences between the gallery image and reference
model, the more accurate the pose alignment can be.
We compared a case with 3 and 12 fiducial points as
shown in Fig. 3(b). The latter case with 12 points split
the face into 19 local regions as shown in Fig. 3(a).
Perspective transform and affine transform were ap-
plied on these regions to fit each gallery image to the
reference model.

Additional Reference Model
The default reference model was arbitrarily selected,

as the one shown in the previous figures. We selected
a different gender and age as the additional one. Fol-
lowing the same approach, each galley image had two

1To better confine the scope of this paper, the detection of fiducial

points on a given face is considered solved by existing methods, for ex-

ample [11].
2Compared with other forms of LBP, the ULBP shows the most con-

sistent result in our experiments.
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(a) (b) 

Figure 3: (a) 12 fiducial points. (b) Comparison of
a case with 3 (top row) and 12 (bottom row) fiducial
points.

Figure 4: Performance comparison of single and double
reference models.

reconstructed models, generating an additional set of
pose clusters for training. The comparison between the
two cases is shown in Fig. 4, where the case with both
REF1 and REF2 models outperforms the case with ei-
ther one alone.

Addition of Profile Pose in the Gallery
A common scenario in forensic and law enforcement

applications considers both frontal and profile poses
available in the gallery. This scenario was considered in
our experiments, which compared the performance of
the proposed methods with different settings to several
approaches reported in Zhang’s review [9] on the PIE
pose subset. Two reference models with 12 and 9 fidu-
cial points were considered in our settings. Both the
case with frontal pose only and the case with frontal
and 90◦ profile poses in the gallery were tested. The re-
sults are shown in Fig. 5. The best three are the stereo
matching [3], the HSD [8] and the proposed with both
frontal and profile poses in the gallery. In addition, the
proposed method with frontal pose only in the gallery
performs similarly well as the best ones do when rec-
ognizing faces with poses less than 67.5◦.

Figure 5: Recognition comparison on PIE database
with ambient light on. Recognition rates less than 40%
are ignored.

5 Conclusion

3D models and features are mostly considered im-
portant for pose invariant face recognition; however,

only a small number of research has been carried out
in this regard. This study focuses on using a recon-
structed 3D face for recognition across pose. Given a
2D face image, one can reconstruct its 3D surface from
the reference model using spherical harmonic functions
to approximate its irradiance. The reconstructed 3D
face allows the synthesis of novel views with arbitrary
poses. Experiments on the PIE database show that the
method can be competitive to the state-of-the-art with
multiple reference models considered in the reconstruc-
tion phase, additional fiducial points for pose align-
ment, and the addition of profile pose to the gallery.
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