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Abstract

In this paper, we propose an effective binariza-
tion method for de-graded document images in this pa-
per. This method employs morphological operations
throughout its algorithm to suppress uneven illumina-
tion in the background region, to detect the character
location and to reconstruct text regions. Moreover, a
technique for estimating stroke width of characters is
introduced to remove noises in a robust manner and
preserve text regions. In order to confirm its valid-
ity, several of the experiments are conducted on the
datasets including a wide variety of degraded document
images which are provided by DIBCO 2011 (Document
Image Binarization Contest). It is shown that our
method achieves a good performance, compared with
other methods submitted in the contest.

1 Introduction

A binarization step plays an important role in
the document image recognition and analysis since
its performance exceedingly affect subsequent pro-
cesses. Although many binarization methods have
been proposed[1], there is much room for discussing
the degraded document image binarization. Gener-
ally speaking, binarization methods are divided into
two classes, global method, in which method a sin-
gle threshold value is applied to the whole of an im-
age, and local method, in which method threshold
values are computed locally, say, for each pixel. In
the case of the degraded document image binarization,
global methods such as Otsu’s method[2] and Kittler’s
method[3] fail to separate the text regions from the
background region because of degrading components
such as stains bleed-through and uneven illumination,
while local methods such as Niblack’s method[4] and
Sauvola’s method[5] require sensitive parameter set-
tings and may cause annoying noises from the back-
ground region.

With the intention of evaluating the perfor-
mance of binarizatiom methods for document im-
ages objectively, Document Image Binarization Con-
test (DIBCO)[6] series are held every year. Judging
from many state-of-the-art techniques being submit-
ted to the contest, the document image binarization is
still unsolved and a challenging field.

In this paper, we present a parameter free binariza-
tion method for degraded document images with mor-
phological operations.

In the following, morphological operations are pre-
sented in Section 2 and then the proposed method is
described in detail in Section 3. Experimental mea-
sures and results are shown in Section 4, and finally
conclusions are drawn in Section 5.

2 Morphological Operation

Several of the morphological techniques[9] are in-
troduced to our document image binarization method.
Outlines of these techniques are mentioned in this sec-
tion.

2.1 Basic Operations

The dilation of a grayscale image f by structuring
element b is denoted by f ⊕ b, and the erosion by f �
b. Therefore, the opening and closing operations of f
by b are denoted as follows respectively:

f ◦ b = (f � b)⊕ b (1)

f • b = (f ⊕ b)� b (2)

The effect of opening is to suppress regions which is
smaller than the structuring element b and that of clos-
ing is to fill holes or gaps in the contour by b.

2.2 Black Tophat Transformation

The black tophat transformation preserves the fore-
ground region which a structuring element fits and re-
moves the background region which it does not, and
the intensity of each region is inverted. The transfor-
mation of a grayscale image f is defined as follows:

Tblack(f) = (f • b)− f (3)

2.3 Morphological Gradient

The morphological gradient, which denoted by g, of
grayscale image f is subtraction between the dilated f
and the eroded f , where

g = (f ⊕ b)− (f � b) (4)

The contour regions on foreground objects are empha-
sized by the operation.

2.4 Conditional Dilation

The conditional dilation [7] is one of the regional re-
construction techniques which makes the marker image
grow under constraint of the mask image. Let X de-
note the mask image and Y the marker image, and the
conditional dilation concerning the maskX denoted by

δ
(n)
X is defined as

δ
(n)
X = (δ

(n−1)
X ⊕ b) ∩X (5)

where δ
(0)
X = Y , and n denotes the number of iter-

ation. When the operation reaches a steady state,

δ
(i)
X = δ

(i−1)
X , the reconstruction is complete due to

i times repetitive dilations.
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3 Proposed Method

The processing steps of the proposed method are
shown in Figure 1. Each stage of process is described
in detail respectively following subsections.

Figure 1. Processing flow

3.1 Preprocessing

First, a color input image is converted into a
grayscale image, which employs Y channel of YUV
color space. Then the text stroke width is roughly esti-
mated for the following the black tophat operation. Af-
ter binarizing the grayscale image with Otsu’s method,
prospective text regions are thinned with Hilditch’s
algorithm[8], and both the largest connected line and
small components which are composed of less than 50
pixels are regarded as components causing noises and
removed. The remainder of the lines are dilated it-
eratively with a cross shaped 3x3 structuring element
until it becomes less than 0.2 that the ratio of the num-
ber of added pixels which is on the foreground region
of previous binarized image to all added pixels. The
value of estimated stroke width is obtained by [times
of iteration×2 + 1]. Finally, to remove speckle noises
a 3x3 median filter is applied to the previous grayscale
image.

3.2 Generating Mask and Marker

In order to suppress the uneven background inten-
sity, the black tophat operation is applied to the pre-
vious image. Then the diameter of a round shaped
structuring element is determined by [estimated stroke
width×1.5] to completely fit the text regions (Figure
2). The obtained image of this process is applied to
following both generating each the mask and marker
image step.
Mask image

The mask image is obtained by binarizing the image
with a threshold value calculated by Otsu’s method
which is shifted from the original value to the lower
one by [difference between both class mean values×0.2]
(Figure 3(a)).
Marker image

The marker image on which binary contour lines of
text regions are located is obtained by applying Canny

edge detector[10] to the image processed with mor-
phological gradient (Figure 3(c)(d)). Then threshold
values, high and low ones, of the edge detecting algo-
rithm are determined by the Sobel gradient intensity
distribution generated from the morphological gradient
image. Based on the computation of the intensity dis-
tribution with Otsu’s algorithm, the upper class mean
value and Otsu’s threshold value are set on the high
and low threshold respectively.

3.3 Text Region Reconstruction

Through the conditional dilation, regions only on
the mask image disappear and regions on the marker
image grow within the mask image. The process of
this operation is shown in Figure 4. Isolated regions
which are only on Mask image (a) are not grown and
removed.

(a) Input image (b) Gray image

(c) Closing (d) Black tophat

Figure 2. Black tophat transformation

4 Experiments

4.1 Dataset for Evaluation

The testing dataset provided at DIBCO 2011[6] is
exploited to evaluate the proposed method. It consists
of 16 degraded document images including 8 handwrit-
ten and 8 machine-printed images with each of the
Ground Truth (GT). Every image contains distinctive
features of degradation such as stains, bleed-through,
uneven illumination and so forth, which could make
accurate thresholding process difficult.

4.2 Experimental Measures

Four experimental measures are employed to assess
the performance of the proposed method objectively in
accordance with the framework of DIBCO 2011. Each
measure is described simply in numerical expressions
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(a) Mask image (b) Eroded image

(c) Gradient image (d) Marker image

Figure 3. Mask and marker image

in this section. To know more about experimental
measures please refer to DIBCO 2011 paper[6].

F-Measure

F −Measure =
2×Recall × Precision

Recall + Precision
(6)

where Recall =
TP

TP+FN
, Precision =

TP

TP+FP
TP, FP, FN denote the True positive, False positive

and False Negative values, respectively.

PSNR

PSNR = 10 log

(
C2

MSE

)
(7)

where MSE =

∑M
x=1

∑N
y=1(I(x, y)− I ′(x, y))2

MN
The difference between foreground and background

equals to C.

Distance Reciprocal Distortion Metric (DRD)
DRD is used to measure the visual distortion in bi-

nary document images[11].

DRD =

∑S
k=1 DRDk

NUBN
(8)

DRDk =
2∑

i=−2

2∑
j=−2

|GTk(i, j)−Bk(x, y)| ×WNm(i, j)

(9)
where DRDk is calculated using a weight matrix
WNm defined in[11]. NUBN is the number of the
non-uniform blocks in the GT image.

Misclassification penalty metric (MPM)

(a) Mask image (b) Marker image

(c) Conditional dilation (d) Output

Figure 4. Conditional dilation

MPM =
MPFN +MPFP

2
(10)

where MPFN =

∑NFN

i=1 diFN

D
, MPFP =

∑NFP

j=1 djFP

D
diFN and djFP denote the distance of the ith false neg-

ative and the jth false positive pixel from the contour
of the GT. D is the sum over all the pixel-to-countour
distances of the GT object.

4.3 Experimental Results

The experimental results are shown in Table 1 and
Table 2. The scores of the methods ranked as 1–3 in
DIBCO 2011 plus that of Otsu’s method are also listed
in addition to the proposed one.
Our method outperforms Otsu’s method in every

test image and achieves a good performance compared
with other methods.

5 Conclusions

We present an effective binarization method for de-
graded document images which employs morphological
operations to reduce noises and reconstruct text re-
gions. The proposed method shows good performance
in experiments using the dataset provided by DIBCO
2011.
However, there being lack of information to some

extent—the loss of connectivity within a character and
the undetected characters from very low contrast re-
gions, our future work is to cope with such problems.
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Table 1. Results of hand-written images

Method FM PSNR DRD MPM

rank1 88.2 15.1 6.6 14.0
rank2 80.2 12.3 13.8 41.1

HW1 rank3 79.1 11.8 15.3 48.0
Otsu 67.6 9.3 27.5 80.7
Proposed 93.6 17.8 2.9 3.8
rank1 95.1 23.4 1.4 0.1
rank2 93.7 22.6 1.7 0.1

HW2 rank3 94.4 22.9 1.7 0.8
Otsu 89.0 20.3 2.8 0.1
Proposed 93.1 22.0 1.7 0.1
rank1 92.8 19.8 1.8 0.2
rank2 92.1 19.5 2.0 0.1

HW3 rank3 93.2 20.0 1.8 0.6
Otsu 86.7 17.3 3.4 1.4
Proposed 91.0 18.8 2.2 0.2
rank1 89.5 17.3 2.5 0.7
rank2 87.9 16.8 3.0 0.7

HW4 rank3 89.1 17.1 2.8 3.1
Otsu 49.3 7.7 35.7 81.1
Proposed 89.0 17.1 2.5 0.4
rank1 95.2 19.7 1.6 1.1
rank2 95.1 19.6 1.8 1.0

HW5 rank3 90.6 16.4 4.6 12.0
Otsu 90.2 16.5 3.9 6.7
Proposed 93.9 18.5 2.2 2.2
rank1 92.2 19.5 2.0 0.1
rank2 76.4 15.3 6.3 0.7

HW6 rank3 87.3 17.4 3.9 2.3
Otsu 65.2 12.2 15.8 17.1
Proposed 89.2 18.2 2.8 0.3
rank1 92.0 22.0 1.7 0.1
rank2 91.1 21.6 2.0 0.0

HW7 rank3 88.5 20.2 3.4 2.0
Otsu 82.1 18.4 5.3 3.1
Proposed 90.7 21.3 2.2 0.4
rank1 94.0 22.6 1.3 0.0
rank2 93.4 22.3 1.5 0.1

HW8 rank3 94.6 23.0 1.3 0.1
Otsu 88.9 20.2 2.4 0.1
Proposed 91.6 21.1 1.9 0.1

Table 2. Results of machine-printed images

Method FM PSNR DRD MPM

rank1 94.9 17.8 2.5 1.2
rank2 92.9 16.4 3.5 2.4

PR1 rank3 94.2 17.2 3.0 3.4
Otsu 94.0 17.0 3.0 4.3
Proposed 96.2 18.9 1.9 1.8
rank1 77.2 11.9 12.8 34.9
rank2 82.0 13.2 9.0 26.0

PR2 rank3 70.3 10.2 19.6 53.1
Otsu 76.6 11.7 13.0 35.9
Proposed 78.6 12.0 11.7 25.9
rank1 94.8 17.3 1.8 0.4
rank2 93.8 16.5 2.3 0.9

PR3 rank3 96.5 18.9 1.3 0.5
Otsu 91.9 15.4 2.9 3.1
Proposed 94.1 16.7 2.3 0.9
rank1 95.0 19.6 2.0 0.1
rank2 92.0 17.7 3.5 0.1

PR4 rank3 94.8 19.5 2.0 0.1
Otsu 93.5 18.5 2.7 0.6
Proposed 96.1 20.5 1.6 0.1
rank1 92.3 16.7 2.4 1.0
rank2 92.7 17.1 2.0 0.2

PR5 rank3 94.8 18.5 1.5 0.3
Otsu 80.0 11.8 9.6 19.8
Proposed 90.7 15.7 2.9 0.6
rank1 9.9 0.6 575.0 478.5
rank2 92.6 21.4 3.1 0.1

PR6 rank3 84.9 17.9 9.3 5.9
Otsu 90.2 20.0 4.7 1.8
Proposed 90.3 19.9 4.6 0.6
rank1 4.6 0.2 1052.7 498.0
rank2 21.1 7.6 191.3 71.1

PR7 rank3 79.1 19.2 11.0 4.1
Otsu 86.4 21.5 6.0 1.3
Proposed 90.0 22.8 3.4 0.2
rank1 86.1 14.6 3.6 0.4
rank2 86.2 14.6 3.8 0.5

PR8 rank3 88.5 15.3 3.2 2.6
Otsu 82.3 13.7 4.5 1.3
Proposed 85.8 14.4 3.8 0.8
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