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Abstract

The structured regions in an image usually contain
important clues for information understanding. Proper
extraction of those regions is often a key to success for
a computer vision system. In this work, we propose
a method to detect the irregularly arranged region-of-
interest with a fixed structure. Different from the exist-
ing techniques, our approach is able to deal with more
influential factors in the images and suitable for many
application scenarios. To locate a structured region,
the density clustering analysis is used to summarize
the intensive feature regions, followed by the iterative
region selection with a specific structure. The experi-
ments with real scene images have shown that our tech-
nique is able to provide stable results in various text
extraction applications.

1 Introduction

Detecting the region of interest (ROI) in an image
is an important problem which has attracted the at-
tention of many researchers for extensive investigation
for many decades. The objective is usually to identify
the image region which is meaningful to the human
perception or used for future processing. It is thus
considered as an early stage for the automatic infor-
mation extraction from the acquired images [8]. Some
popular applications include face detection for person
identification or camera auto-focusing, text detection
for optical character recognition, or structured pattern
identification for barcode or symbol reading, etc. In
general, the overall performance of a machine vision
system can highly depend on the correctness of the
ROI detection results.
For the identification of interested regions, local fea-

ture analysis is a common technique to find the cor-
respondence between the reference and target images
[12, 10]. Viola and Jones used Haar-like features with
AdaBoost machine learning methods for face recogni-
tion [14]. Dalal and Triggs used histograms of oriented
gradients to derive the object gradient distribution and
send to the linear SVM classifier for pedestrian de-
tection [4]. Dorkó and Schmid used size-invariant lo-
cal features to develop a vehicle detection method [5].
Cheng et al. used a visual attention model to decide
the important region in a video sequence [3]. Although
the above approaches demonstrated good region detec-
tion results, they all made an implicit assumption on
the object of interest about its continuous nature ap-
peared in the image. Consequently, those techniques

cannot be directly used to detect the image region con-
taining the object with discrete internal structures.

In this work, we are interested in detecting the struc-
tured yet discontinuous patterns in an image, and more
specifically, detecting the text regions with arbitrary
orientations in different scenarios. Due to a wide range
of applications related to image content analysis, text
detection has become an active research topic in recent
years. Epshtein et al. converted the edge gradient in-
formation to the width of handwriting texts, and used
the distribution to localize the text region [6]. Sun
et al. used a visual attention model to simulate the
immediately noticeable area by the human vision and
detected the strong signal associated with texts [13].
Zhang and Kasturi adopted the HOG features to se-
lect the most likely character elements from the texts
[15]. Chen et al. filtered out the non-text region by
considering the difference between the foreground and
background based on the maximally stable extremal
regions [2].

This paper presents a structured region detection
approach using local features and clustering analysis.
Given an image, the SIFT features corresponding to
the similar structures in the reference images are first
extracted, followed by the ROI detection based on ana-
lyzing the clustering characteristics of the ordered fea-
ture points. The proposed method uses multiple char-
acter images in the database for feature matching, it
is able to detect the text clusters even if the feature
points are sparse for some characters. Once the candi-
date location with high feature density is identified, an
iterative process to increase the ROI is carried out to
derive a suitable region with structured content. The
experimental results on the text detection and recogni-
tion of invoice, banknote and license plate have demon-
strated the effectiveness of the proposed technique.

2 Feature Selection and OPTICS Clustering

The first step of our structured region detection is to
extract the feature points which are associated with the
reference image in the database. To perform the corre-
spondence matching, the commonly used SIFT feature
is adopted in this work. Since the ROI for text detec-
tion is relatively small in general scenes, it requires a
large number of database images to guarantee that the
feature points are enough for region extraction. How-
ever, increasing the number of reference images for fea-
ture matching implies a high computation cost, which
is not preferable in most applications. To improve the
feature matching efficiency, one needs to consider not
only the mismatching rate and the storage for reference
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(a) Conventional method. (b) Our technique.

Figure 1. The feature extraction results.

images, but also the computation time for performing
the feature matching task.
Our strategy for robust feature matching is to con-

duct an internal feature selection among the reference
images. A correspondence matching stage is carried
out for the SIFT features in all reference images, the
features with good pairing results are considered as
important features. Only those prominent features in
the reference images are used to match the features in
the target images for region detection. Moreover, we
allow the one-to-many correspondences between the
target and reference features to increase the match-
ing efficiency. Figures 1(a) and 1(b) show the feature
extraction results using the conventional method and
our technique, respectively. It is clearly that, using the
proposed method, the undesired features are removed
while the important features remain.
After the feature matching process, it is reasonable

to extract the feature points scattered within the struc-
tured image region. To analyze the spatial relationship
among these feature points, we need to identify the
dense clusters as candidate regions for ROI detection.
Since there might still be some outliers in the set of
image features, it is important to adopt an effective
clustering method to localize the core feature points to
form an initial detection region.
Almost all well-known clustering analysis algorithms

require good parameter settings [9]. The parameters
are not only difficult to decide but also influential to
the clustering results. In this work, the OPTICS algo-
rithm is used for hierarchical clustering [1]. A reacha-
bility plot is generated based on the ordering of reach-
ability distances associated with the feature density.
When processing a large amount of data, it is able to
avoid losing important clusters due to improper param-
eter settings. Since there are less features in the target
image for correspondence matching, the result will be
more sensitive for the clustering technique. Thus, we
modify the algorithm with additional constraints on
the feature distribution to make it robust under the
image scale change. If the feature density is less than
a threshold, then the image is normalized for further
hierarchical clustering. Figure 2 shows the clustering
results with two different scales. The set of connecting
red lines indicates the core detection region.

3 ROI Extraction

The specific area to be identified in the image usually
possesses a similar type of structure in the region of
interest. It is possible to extract the area by analyzing
the strong relationship among the elements. As an
example, a serial number of an invoice or a banknote is
formed by several digits or characters. They have fixed
structural properties such as the number of elements,

(a) Large scale image. (b) Small scale image.

Figure 2. The clustering results.

the space between the elements, the aspect ratio of the
region and individual elements, etc. This information
play an important role for the selection of the region
of interest.

After the feature selection and clustering analysis,
a cluster in a specific area is identified. We need to
select the candidate region as close to an ideal one as
possible, with the information indicated by the cluster.
This will then facilitate the region adjustment in the
next stage. Since a serial number usually consists of
multiple elements arranged along a straight line, the
associated feature points should be found in a fixed
direction. Thus, the line fitting can be carried out
on the feature cluster, and the resulting points will
scatter along the text direction. Finally, a rectangular
region containing the feature points is used to represent
the initial ROI and enlarged along the straight line
direction to include all characters.

There are two constraints applied to remove the out-
liers of a cluster. First, RANSAC is used to eliminate
the feature points which are further away from the ini-
tial ROI based on a line model [7]. This, however,
will still have the outlier features in the line direc-
tion remain intact. The second criterion is based on
the density ordering relation of the feature points de-
rived from the OPTICS algorithm. It is found that
the outliers commonly appear at the first or last point
of the ordered feature string, and their corresponding
distances to the connecting feature point is significant
larger than others. Thus, they can be removed by
thresholding the distance distribution of the feature
points with a preset variation change.

In the following stage, our objective is to correctly
adjust the candidate area to the region of interest cor-
rectly as long as the location is inside the region, re-
gardless of the differences in size or the accuracy in
direction. The process will be performed iteratively,
until the region selection is satisfied. First, the target
image is rotated using the tilt direction (with respect
to the image scanline) provided by the feature point
distribution of the candidate region. The objective is
to facilitate the initial setting of a rectangular bound-
ing box to fit the content of the candidate region, and
decide how to perform the region expansion. By refer-
ring to the knowledge of specific structures, the bound-
ing box region is enlarged or shifted if the horizontal
and vertical projections of the connected component
do not satisfy the defined area size requirement. If the
boundary of the current candidate area across some
characters, it indicates that the text is not included
to the ROI completely, and a region expansion process
will be carried out.

The determination of moving direction is based on
both the distribution of the connected components and
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Table 1. The ROI extraction algorithm.

Algorithm : ROI extraction

comment : extract ROI from candidate

ROI ← RotateByFirstOrientation(candidateROI)
iterative ← True
WHILE iterative

iterative ← False
Binarization(ROI)
(midAreaCC, quantity) ←

ConnectedComponentAnalysis(ROI)
IF heightAccError > heightRatio

Rotate(ROI)
Truncate(ROI)
iterative ← True
continue

IF quantity < totalAmount
IF margin is confused

trend ← ComputePointDistributed()
ExpandByTrend(ROI) or
ShiftByTrend(ROI)

ELSE
ExpandByMargin(ROI) or
ShiftByMargin(ROI)

iterative ← True
END WHILE
return ROI

the regions formed by the horizontal and vertical pro-
jections of the area. Less blank areas implies there
might be more components in that direction. It is pos-
sible that erroneous results exist due to the inaccurate
initial assessment of the area. We need to have a timely
response since it could cause a serious problem due to
the accumulation of the improper expansion of the de-
tected region. Whether rotate the ROI or not is based
on the accumulation error derived from the elements
and reference to a medium size element in the region.
Because there might be noise present in the image, the
assessment of the accumulation error is the difference
of heights between the element and the reference ob-
ject in the region. In case the error is over a proportion
of the threshold compared to the reference object, the
ROI is rotated with an angle derived based on the ac-
cumulation error. Since the size of the elements does
not differ too much in general, the selected reference
object is not only for the assessment of the height error
and used for rotation, but also serves as a basis of a
noise filter. The algorithm for ROI extraction, includ-
ing the iterative process and region rotation is shown
in Table 1.

4 Experimental Result

This section presents the experimental results of the
proposed technique for structured image region detec-
tion. We have investigated three applications– text
detection for invoice, serial number identification for
banknote, and vehicle license plate detection. The
experiments contain feature point matching, feature
point clustering, and specific region selection. All these

Table 2. The region detection results.

Invoice Banknote License Plate
# of Samples 113 109 108

ROI 116 114 110

Table 3. The clustering results.

Invoice Banknote License Plate
# of ROI 116 114 110
Detected 107 106 70
Accuracy 92 % 93 % 63 %

stages are closely related, and the results are tabulated
for illustration. To demonstrate the effectiveness of
our region detection results, we also perform the opti-
cal character recognition using a neural network based
approach [11].

The proposed technique is developed with the idea of
simple and easy to use. For the consideration of prac-
tical applications, the test samples in the experiments
are complicated in order to illustrate the robustness of
our method. Table 2 tabulates the number of samples
and the detected region of interest for three different
applications. We do not enforce the constraint on the
number of detected region, so each sample image can
contain more than one region of interest as indicated
in the table. The performance evaluation on the cor-
rectness of the detection is based on the observation of
regions of interest.

Figure 3 presents the detection results of specific ar-
eas for the invoice, banknote and license plate images.
If the clustering result of the feature points in an im-
age is located at the correct region of interest, then it is
considered as the correct clustering and the follow-up
setting of the candidate will also be correct. As shown
in Table 3, the test samples of banknote and invoice
achieve good clustering results, but not for the samples
of license plate. The main reason is that there are not
enough representative feature points extracted from
the reference images in the database. Consequently,
many samples can only obtain a very limited num-
ber of correspondence in the local feature matching,
which is not able to provide the points dense enough
for the clustering stage. Currently, we are not able
to derive a general parameter setting for license plate
detection using our clustering method. The clustering
result is not correct if there are only vey few feature
correspondences identified. This will be investigated in
the future, especially for the cases with non-ideal cases
such as the long distance capture or the license plate
appeared with a large tilt angle.

The correctness evaluation of specific regions is de-
termined by the final selection of regions of interest,
only those with all contents fully covered are regarded
as correct results. Since the specific region selection de-
pends on the candidate regions derived from successful
clustering, it is more reasonable to to discuss the suc-
cess rate without considering the clustering results. As
shown in Table 4, the statistics of the ROI detection
rate is over 90% for the indoor scene. The accuracy of
optical character recognition using the ROI detection
results are illustrated in Table 5.

55



(a) (b) (c)
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Figure 3. The region detection results for three
different applications.

Table 4. The ROI detection results.

# of ROI Invoice Banknote License Plate
ROI 107 106 70

Correct 100 102 61
Accuracy 93 % 96 % 87 %

5 Conclusion

This paper presents a novel method to detect the re-
gion of interest by local feature correspondence match-
ing and clustering analysis. The objective is to search a
target area for specific region detection and identifica-
tion. The technique is designed for general situations
and with a high degree of fault tolerance. It is able to
deal with the problems such as the target area in any
direction, the region size change, and the perspective
distortion. We applied SIFT features with scale and
rotation invariant for local correspondence matching
to increase the flexibility. By using the OPTICS al-
gorithm with density analysis to derive the clustering
characteristics of the corresponding points, the feature
distribution of the structured region associated with
the original area is adjusted to obtain the proper loca-
tion of the region of interest. The future work will focus
on the enhancement of tolerance on special circum-
stances, such as enhancing the region detection with
severe perspective distortion or defocus blur.
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