
Large Area Video Surveillance System with Handoff Scheme among 

Multiple Cameras 

Cheng-Chang Lien 
Department of CSIE, Chung 

Hua University, Taiwan, ROC  
cclien@chu.edu.tw 

Yue-Min Jiang 
Industrial Technology Research 
Institute, ISTC, Taiwan, ROC 

jongfat@itri.org.tw 

Lih-Guong Jang 
Industrial Technology Research 
Institute, ISTC, Taiwan, ROC 

lihgong@itri.org.tw 
 

Abstract

Conventional video surveillance systems often have 
several shortcomings. First, object detection can’t be 
accurate under the illumination variation environment or 
clustering background. Second, some dynamic textures 
e.g., moving leaves, clouds, can reduce the reliability of 
object detection. Third, when an object is tracked with 
multiple cameras, a handoff scheme is seldom considered. 
In this study, the background model fusing for temporal 
and texture models, multi-mode target tracking, and hand-
off between two cameras are proposed to improve the 
abovementioned problems. Experimental results show that 
the targets on the crowd scene may be detected and 
tracked accurately with the rate above 10 fps. 
Keywords: dynamic textures, multi-mode target tracking 
temporal probability background model, handoff scheme. 

1. Introduction 

In the conventional target detection systems, some 
typical methods are applied to extract the moving objects, 
e.g., background subtraction, and pixel-wise temporal 
difference analysis [2]. However, these methods are 
extremely sensitive to the variation of lighting or the 
dynamic background changing. Applying pixel-wise 
temporal differencing [3] may reduce the influence of the 
dynamic illumination change, but the regions of the 
moving objects are extracted incompletely when the 
background variation occurs. All the abovementioned 
methods do not utilize the motion information including 
the object and camera motions. By applying the method of 
optical flow, the moving objects may be detected even in 
the presence of camera motion. However, the high 
computation complexity makes the real-time object 
detection difficult. In this study, we apply the pixel-wise 
temporal statistical model [5], voting rule for the Y, Cr, 
and Cb Bayesian classifiers, foreground verification with 
the dynamic texture modeling to detect the targets on the 
crowd scene accurately.  

In most target tracking systems, central point on the 
target is used as the reference location to prediction the 
position at the next frame. However, central point can be 
influenced easily by the inaccurate foreground detection. 
Here, the methods of principle-axis detection [8] is applied 
to extract the ground point of each target to serve as the 
reference point in the target tracking algorithms, e.g., 
Kalman filter [6] and Particle filter [7]. 

Most of the surveillance systems equipped with 
multiple cameras doesn’t consider the construction of 
efficient and precise handoff scheme among cameras. 
Recently, the method proposed in [1] focused the study of 
object handoff between two overlapping views. In this 
study, we consider object handoff between two non-
overlapping views by applying the Bayesian network [9] 
to establish a probability model to describe the probability 
of the position prediction when the target crosses different 
views. Fig. 1 illustrates the block diagram of the proposed 
system and Fig. 2 shows the block diagram of handoff 
scheme. 
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Fig. 1. The block diagram of the proposed system. 
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Fig. 2. The block diagram of the handoff Scheme. 

2. Temporal Probability Background Model 

In this section, the background model fusing with 
temporal and texture models is established to segment the 
foreground and background on a light variant or clustering 
background. 

2.1 Pixel-Wise Temporal Probability Model  
In an image sequence, the intensity variation within a 

time period for each pixel can be modeled by the Gaussian 
distribution function [4]. The pixel-based MOG function 
is defined as: 
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where, I is the intensity value, B denotes the background, 
�j denotes the moving object and c denotes the number of 
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Gaussians. The intensity distribution of the background 
pixel at a certain position xb can be expressed as: 
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where �(xb) and � are the mean and standard deviation of 
the pixel intensity at xb. According to the Bayesian 
decision rule [9], whether the pixel belongs to the 
background or the foreground (the moving objects) can be 
determined by the following likelihood inequality. 
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where P(T) and P(B) are the prior probabilities for the 
background and moving objects respectively. By replacing 
p(I | Bxb) with Eq. (2), the likelihood ratio can be further 
simplified as: 

  �kxII b �� )( ,   (4) 

where )2ln(2 Lk ����� . If | I – �(xb) | � k�, then 
the pixel is categorized as the background, otherwise, the 
pixel is categorized as the foreground. 

2.2 Foreground Detection Rule 
Because it is difficult to detect objects when the 

intensity distribution is closed to the background model, 
the fusion of likelihood ratios of three color components 
(RGB or YCrCb) are proposed to overcome this problem. 
In general, there are two fusion rules to detect the 
foreground about linear combination and voting rules as: 

 

 
 

 
 
By comparing several fusion rules, we apply the voting 

rule to cope with the illumination variation problem. If a 
pixel is classified as background with more than two 
components’ background models, then this pixel is 
classified as background, otherwise, it is classified as 
foreground. Fig. 3 illustrates the foreground detection 
using the voting rule. It is obvious that the foreground 
detection using voting rule outperform the one using linear 
combination rule. Hence, we apply the voting rule to 
detect the objects on the outdoor crowd scene to cope with 
the illumination variation problem.  

 

(a)  

(b)  
Fig. 3. (a) Foreground detection using linear combination 
rule. (b) Foreground detection using voting rule. 

3. Foreground Verification using Texture 
Modeling

Many environmental dynamic textures such as leaves, 
fire, smoke, and sea waves may reduce the accuracy of 
target detection. Here, the dynamic texture will be 
modeled by using the modified local binary pattern 
(LBP)[11] and then the target can be detected without the 
influence of dynamic textures in the crowd scene. Here, a 
local texture pattern T [11] centering the pixel gc and 
having P neighboring pixels is defined as: 
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Then, we transform the modified LBP in (5) to an integer 
value with the formula in Eq. (7). 
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3.1 Foreground Detection using the Modified LBP 

Here, we apply the modified LBP to perform the 
dynamic texture background modeling and remove the 
false foreground detection. In the LBP-based foreground 
detection, two threshold values are required to estimate the 
bit difference � between the captured scene and LBP-
based background model. The LBP-based foreground 
detection rule is defined as: 
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The bit difference � is calculated as: 
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where, p is the index of the pixel on the circular chain. 
 

3.2 Foreground Variation 
In this study, both the pixel-wise temporal probability 

model and LBP texture model are constructed to detect the 
foreground, but how to integrate both background models 
to reduce the false detection is a very important issue. 
Based on the careful observation of foreground detections, 
the foreground detection rule is then designed as: 

 
 
 
 
 

 
 
 

Linear combination rule: 
If  wy pY(uy|Bx)+wcr pCr(uCr|Bx)+wcb pCb(uCb |Bx) > T 
   pixel u is classified as background,  
otherwise, 
   pixel u is classified as foreground, 
where, wy , wcr , wcb are weighting factors and sum of 

h i h i f i l
Voting rule: 

Given pY(uy|Bx), pCr(uCr|Bx), pCb(uCb |Bx ), 
If a pixel is classified as background with more than 
two components’ background models, 

Pixel u is classified as background,  
Otherwise 
   Pixel u is classified as foreground. 
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where, R(Oc) denotes the region of a detected object using 
the pixel-wise temporal probability model on the current 
frame c, R(Fc

LBP|Oc) denotes the region of the foreground 
detected by pixel-wise LBP texture model on the current 
frame c around the region of Oc. In order to correct the 
false detection, we propose the update/clear method as 
follow:  

��

�
�
�

�
 

 c
c Clear if ,              

 Updateif , )O|R(F    )(
)(OR'

foreground

foreground
LBP

cc

Null
OR � , (10) 

Consequently, we can not only correct the detected 
regions of objects, but also can remove the false 
foreground. In the experimental results, the regions of 
moving leaves are removed by applying the proposed 
detection algorithm. 

4. Multi-Mode Target Tracking 

The targets tracking become complex on a crowd scene 
because the split and merging or occlusion conditions 
among the tracked targets occur frequently. In addition, 
the targets appear on the scene at the first time may be a 
single target or a merged multiple targets. In this study, 
the bottom-up tracking scheme is applied to develop the 
multi-modes tracking scheme. Each detected image blob is 
classified into single or multiple targets according to its 
area and then the tracked targets are examined whether 
they belong to the targets appear on previous frames. 
Based on the careful observation of target tracking on a 
crowd scene, there are six target tracking modes [10] 
described as follows. 
Mode 1: An image blob is detected as a single target and 

its location is not predicted by other tracked targets from 
previous frames, i.e., the target is appeared on the scene at 
first time. 
Mode 2: An image blob is detected as a single target and 

its location is predicted by one of the tracked targets from 
previous frames. 
Mode 3: An image blob is detected as a single target and 

its location is predicted by a multiple target from previous 
frames, i.e., the object occlusion is occurred. 
Mode 4: An image blob is detected as merged multiple 

targets and its location is not predicted by other tracked 
targets from previous frames, i.e., the merged multiple 
targets is appeared on the scene at first time.  
Mode 5: An image blob is detected as a merged multiple 

target and its location is predicted by one of the tracked 
merged multiple targets from previous frames. 
Mode 6: An image blob is detected as a merged multiple 

target and its location is predicted by a single target from 
previous frames, i.e., the objects’ separation is occurred. 
The detailed description of the multi-mode target tracking 
can be seen in [10].  

When the tracked targets are slightly occluded it is 
possible to separate these targets. Then, the separated 
target can be tracked according to rules of modes 1 or 2. In 
general, color feature is effective to separate the merger 
targets. However, to develop robust target segmentation 
we apply the color-based difference projection to separate 
the targets from the merged targets. By observing the 
color difference projection histogram, we found the peak 
is not distinct for each color feature. To overcome this 

problem, the correlation for the color feature is used to 
find the segmentation line. In Fig. 4, the position of the 
prominent correlation peak is obtained to extract the 
segmentation line. 

 

 
Fig. 4 the correlation for the color feature is used to find 
the segmentation line 

5. Camera Handoff Scheme 

To develop surveillance system over a large open space, 
multiple cameras are demanded to be integrated to 
monitor the targets on a large scene. Furthermore, the 
handoff scheme should be developed to track the targets 
across the cameras. The proposed handoff scheme 
constructed by using the Bayesian network [9] can predict 
the trajectory across multiple cameras. We divided the 
boundary of the camera scene into several regions which 
is regarded as the transition nodes in the Bayesian network. 
Therefore, the transition among the nodes will be 
described with the probabilities of trajectory prediction, 
which is defined as: 
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where s denotes the status nodes, d denotes the partition 
region index shown in Fig. 6-(b)(c). Eq. (11) can be 
further factorized as: 
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By training the posterior probability in (12) with large 
training data we can predict the trajectory of a tracked 
target across multiple cameras. Fig. 5 illustrates the 
handoff scheme. 

 

   
(a)            (b)             (c) 

Fig. 5 Example of target tracking using the proposed 
handoff scheme. (a) Panoramic view. (b) Zoomed image 
of the yellow area in (a). (c) Zoomed image of the green 
area in (a). 

6. Experimental Results 

6.1 Moving Object Filtering using Dynamic Texture 
Model 

In Fig. 6-(a), it shows an outdoor scene. Fig. 6-(b) 
represents the foreground with the pixel-wise temporal 
probability model, and the dynamic texture detection 
model is described in Fig. 6-(c). By using the dynamic 
detection model, the targets will be separated into the truly 
foreground target and the constant texture object. If the 
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object with too many constant textures, we will define the 
target as the noise, and it then will be removed, i.e. in Fig. 
6-(d). Finally, we can improve the accuracy about the 
detected target. 

 

(a)  

(b)  

(c)  

(d)  
Fig. 6. (a) Outdoor scene. (b) The objects are detected by 
using pixel-wise temporal probability model. (c) 
Foreground detection using the dynamic texture model. (d) 
The extracted objects after the texture noise removing 
process. 
 
6.2 Multi-mode Target Tacking Scheme 

In Fig. 7, the multi-mode target tracking on a crowd 
outdoor scene is illustrated. The split, merge, and 
occlusion among the targets occur repeatedly. The merged 
multiple-target is labeled “M”. Meanwhile, some 
important features, e.g., color, weight, height, ground 
point position, are record as the tracking measurements for 
each target. The detailed description of the multi-mode 
target tracking can be seen in [14]. 

 

(a)        (b)  
Fig. 7. Multi-mode tracking on an outdoor crowd scene. 
 
6.3 Handoff Scheme 

In Fig. 8-(a), the target is walking from the yellow 
region to the green region shown in Fig. 8-(b). When the 
target walks across two non-overlapping camera views, 
the handoff scheme starts to predict the position that the 
tracked target will appear on the second camera scene 
shown in Fig. 8-(b). Experimental results show that the 
prediction accuracy is about 85%.   

 

(a)    
 10          30                 50 

(b)    
10          30                 50 

Fig. 8. (a) The trajectory of the tracked target on the first 
camera view. (b) The position that the tracked target will 
appear on the second camera scene is denoted as green 
block. 

7. Conclusion

In this study, the spatial-temporal probability 
background model, dynamic texture modeling, multi-
mode target tracking scheme and handoff scheme are 
integrated to develop a robust multi-mode target tracking 
system that can overcome the main shortcomings in the 
conventional surveillance system. The experimental 
results show the proposed system can perform the target 
detection and tracking with the rate above 10 fps. 
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