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Eye Detection Using Intensity and Appearance Information
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Abstract

Eyes are the most salient and stable features in the
human face and hence automatic extraction or detection
of eyes is often considered as the most important step in
face identification and recognition. This paper presents a
new method for eye detection of still gray scale images.
The method is based on two facts; eye regions exhibit
unpredictable local intensity, therefore entropy in eye
regions is high and the iris of eye is circle and too dark
compared to the neighboring regions. A score based on
the entropy of eve and darkness of iris is used to detect eye
center coordinates. Experimental results on two data-
bases, namely FERET with variations in views and BiolD
with variations in gaze directions and uncontrolled con-
ditions show that the proposed method is robust against
gaze direction, variations in views and variety of illumi-
nation. It can achieve a correct eye detection rate of
97.8% and 94.3% on the FERET and BiolD images re-
spectively. Moreover, in the case of glasses the
performance is still acceptable.

1. Introduction

Automatic face recognition has attracted significant
attention in computer vision and pattern recognition [1].
Several face recognition systems are based on basic facial
features, such as eyes, nose and mouth, and their spatial
relationship. Among all these facial features, eyes remain
the most important one because they can be considered
salient and relatively stable features on the face in com-
parison with other facial features. So detection of eyes
will be the first step in a face recognition system. Detec-
tion of the human eye is a very difficult task because the
contrast of the eye is not remarkable [2].

Several eye detection methods have been developed
in the last ten years. Deformable template [3] is the
popular method in locating the human eye. However, this
method is feasible only if the initial position of the eye
model is placed near the actual eye position. Moreover,
deformable template is computation expensive and the
weight factors for energy terms are determined manually.
Improper selection of the weight factors will yield unex-
pected results.

Hough transform is also used widely for eye detec-
tion. It is based on the shape feature of an iris and often
works on binary valley or edge maps and it does not re-
quire an image of a specific person's eye for the eye
model. The shortcoming of this approach is that its per-
formance depends on the threshold values selected for the
binarization of valley or edge maps and it is difficult to
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detect the circle corresponding to the iris unless the likely
region of occurrence of the iris is narrowed down, since
the iris is smaller than the face. Kawaguchi and Rizon [4]
detected the iris using the intensity and the edge infor-
mation. To evaluate the validity of their method, they used
images from two databases; the Bern and AR database.
The method achieved a correct iris detection rate of 95.3%
for 150 Bern face images and 96.8% for 63 AR images.
But they did not explain how to automatically detect the
light dot in the iris.

Besides these two classical approaches, recently
other eye detection methods have been proposed. Ehsan et
al. [5] presented a rotation-invariant facial feature detec-
tion system based on combining the Gabor wavelet and
the entropy measure. Zhou and Geng [6] extended the
idea of the integral projection function (IPF) and variance
projection function (VPF) to the generalized projection
function (GPF) and showed with experimental results that
the hybrid projection function (HPF), a special case of
GPF, is better than VPF and IPF for eye detection. It ba-
sically requires that each eye should be in a separated
window. This depends on detection of the rough eye po-
sition which is not trivial process. Song et al. [7] use the
binary edge images and intensity information to detect
eyes. Their method consists of three steps: first extraction
of binary edge images based on multi-resolution wavelet
transform, second extraction of eye regions and segments,
and third eye localization based on light dots and intensity
information. A correct eye detection rate of 98.7% and
96.6% can be achieved on 150 Bern and 564 AR images
respectively. Though this high detection rate, this method
depends basically on different types of thresholds on
different database. So the method is neither simple nor
applicable.

Eye detection is divided into two types; eye contour
detection and eye position detection [8]. This paper fo-
cuses on the second type; eye position detection, as most
algorithms for eye contour detection such as those are
based on the deformable template [9] require the detection
of eye positions to initialize eye templates. Thus, eye
position detection is important not only for face recogni-
tion but also for eye contour detection. In this work a new
method for eye detection of still gray scale images is
introduced. The method is based on entropy of eye re-
gions and the fact that the center of eye is too dark
compared to the neighboring regions. A score based on
the entropy of eye and darkness of iris is used to detect
eye center coordinates.

The rest of this paper is organized as follows. The
proposed method for eye's center-point detection is in-
troduced in Section 2. Experimental results are reported in
Section 3 and finally the conclusions and future research
are given in Section 4.



2. The proposed method

3.1. Entropy

Suppose that there exists a set of events § =
{x,,X,,...x, }, with the probability of occurrence of each
event p(x;)= p; . These probabilities are such that
each p; >0, and thg probability distribution function
(PDF) satisfies that > p; =1. For measuring the uncer-
tainty and unpredictabllity of a set of events S, Shannon
introduced an important concept which is the entropy in
the form:

n
H(S) = Hp )= - Y P(x)10g, plx;)

i=1
A good measure for uncertainty should have some
properties; continuous, a strictly convex function, which
reaches a maximum value when all probabilities are
equal, and maximized in a uniform probability distribu-
tion context. Because entropy satisfies these properties,
we chose it to measure the uncertainty of eye region. The
Shannon entropy can be computed for an image, where
the probabilities of the gray level distributions are con-
sidered in the Eq. (1). A probability distribution of gray
values can be estimated by counting the number of times
each gray value occurs in the image or sub-image and
dividing those numbers by the total number of occur-
rences. An image consisting of a single intensity will have

a low entropy value; it contains very little information.

In this paper, the entropy is used to detect facial
feature points such as eyes. In the eye regions the PDF
(probability distribution function) of gray scale intensities
is flatter, which indicates that pixel values are highly
unpredictable and this corresponds to high entropy. On
the other hand, in the other regions the PDF is peaked,
which means that most of these pixels are highly pre-
dictable and hence entropy is low. As an example, Fig. 1
shows six different regions of the top half of the face and
their corresponding PDF (An intensity histogram in this
work). The two eyes (b,f) exhibit unpredictable local
intensity indicating that flatter of PDF and hence entropy
is high, while in the other two areas (c,d) the PDF is
peaked and therefore low entropy.
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Fig. 1. The PDF and entropy of six different regions of
eye area

3.2. Iris detection

The eye features include eye center (pupil or iris), eye
corners and eyelid contours. This work will focus on eye
center detection or iris detection. To detect the eye center,
the above fact of unpredictable gray intensity in small
window of size w x / pixel around iris and the fact that the
iris is dark will be used. The flowchart of the proposed
method is shown in Fig. 2. First, the face region is ex-
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tracted from the input gray scale image by applying the
Boosted Cascade Face Detector due to Viola and Jones
[10]. Second the eye region (in the range from 10% to
50% of face height) is divided into small windows of size
w x h pixel (Fig. 2(c)), these windows can overlap for
good performance and therefore the total number of
windows will be large (say M), calculate entropy value for
each window using Eq. (1), the highest entropy value
windows should be around the iris because in this area the
variation of pixels is high, therefore the entropy will also
be high as mentioned above. Then, we chose » windows
only that have highest entropy value from all these M
windows as shown in Fig. 2(d).
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(c) Partition of eys region

(b} Face extraction

(g} The hest two windows

(f) Centers of two irises

Fig. 2. Flowchart of the proposed eye detection method

Entropy alone is not enough to detect the window
which contains iris from these chosen » highest entropy
value, because it measures the variation of pixel values
not eye features. So, other cues are required to select only
one window W from these » windows which will be the
iris. To do this, entropy and darkness of the iris are com-
bined together. In other words, we consider the fact that
the iris is circle and dark, and calculate the sum of inten-
sity pixel value in a circle of radius r around the center of
each window W (i.e. the center of this circle is the center
of the window). Based on the entropy value and this sum
of intensity pixel value, a total score is given to each
window. This score is as follow:

T =H

score

+C (2)

score score

Where T, is the total score of each window,

entropy score, and C

score

is the score of iris darkness;

score

Entropy(W,)

H score =, > and
> Entropy(W,)
i=1
Color(W.
Cscnre =1- noo# (3)
Z Color(W,)

Color (W;) and EntroEJl/ (W;) are calculated for each
window W, (i=1,..., n) using sum of intensity pixel value
and Eq. (1) respectively. Finally, according to Eq. (2), the
best window which has highest total score T, is se-
lected; this window contains the iris as shown in Fig. 2(e).
The center of the selected window is the required point
(see Fig. 2(f)). In this paper we adopt 7 to 50 windows, the
windows size to 14 x 12 pixels with overlap 2 pixels in
horizontal and vertical directions, and radius of circle 7 to
5. In some cases, few highest entropy value windows are
away from the iris, may be at eyebrow or near the edge of



scanned area as shown in Fig. 1 (a,e), but these regions are
not circle or dark around the center, only iris is circle and
dark (Fig. 1(b,f)) which means that the darkness and circle
are unique features for the window which contains the iris
among all the windows. So the idea here is to select the
window which has high entropy value and is dark around
the center. According to that, these windows do not affect
too much on the performance of the proposed method.

Eq. (2) can be considered as an open research prob-
lem, now this method guarantees that 99% of highest
entropy value windows are around the iris of eye (Fig.
2(d)). In this work, appearance of eye cue (circle and
darkness of iris) is used in Eq. (2) to guide for the correct
window; other cues may outperform our appearance cue.
The great advantage of the proposed method is that it is
simple and can be implemented easily because it dose not
require complicated pattern matching.

3. Experimental results

3.1. Data sets and Evaluation criterion

To assess the viability of the proposed method, two
face databases are used; a subset of 2500 face images of
the FERET database [11] and BiolD face database [12].
The performance of the proposed method is evaluated on
the basis of the criterion of [13]. The criterion is a relative
error measure based on the distances between the ex-
pected and the estimated eye positions. Let C; and C,
be the manually extracted left and right eye positions of a
face image, C, and C, be the estimated positions by
the eye detection method, d, be the Euclidean distance
between C; and C;, d, be the Euclidean distance be-
tween C, and C, ,and d, be the Euclidean distance
between C, and C,. Then the relative error of this de-
tection is defined as:

_ max(dladr)
di

r

Rerr “4)

If Rerr < 0.25, the detection is considered to be cor-
rect. Notice that Rerr =0.25 means the bigger one of d,
and d . roughly equals half an eye width. Therefore, for
a face database comprising N images the detection rate is
defined as:

N .
1
R= Z;leoo , Rerr._gos 5)

3.2. Results and discussions

This section presents the experimental results of the
proposed method. First the method is tested on 2500
images of FERET database; examples of successful de-
tection of this test are shown in Fig. 3. From these results
one can note that the method is robust for frontal and non
frontal view images even if these images are occluded by
hairstyle or glasses. Fig. 4 depicts the distribution func-
tion of the relative error against successful detection rate,
our method achieves 97.8 % eye detection rate when the
relative error is equal to 0.25. Recently, some works [7]
consider that the criterion Rerr < 0.25 is very loose and
may not be very suitable when the detected eye positions
are used for face normalization, the method gives 96.7%
successful detection rate at Rerr =0.15, which means that
the proposed method is still efficient. Second the pro-
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posed method is tested on BiolD database. Though the
large variety of illumination and gaze directions existed in
these images, the performance of the method is reason-
able; in this case the detection rate is 94.3%. Figure 5
shows some samples for which this method success to
detect the two eyes. Also the distribution function of the
relative error against successful detection rate for this test
is drawn in Fig. 6, it is noted that when the relative error
Rerr=0.15, the detection rate is 94.1 %.

For a thorough quantitative analysis of the perform-
ance of the proposed method in the case of images with
glasses, 150 images with glasses of BiolD are chosen
randomly. Samples of the successful detected eyes are
shown in Fig. 7. The detection rate in this case is 92.4 %
which is less than the case where the images are without
glasses. It is also shown in Fig. 8 that when relative error
Rerr is 0.15 the successful detection rate is 89.2 %. This
low detection rate is due to the difficulty of these images
and reflection of light near to irises.

Fig. 3. Examples of FERET images for which two eyes
are correctly detected
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Fig. 4. Relative error versus detection rate for FERET
images

Fig. 5. Examples of BiolD images for which two eyes
are correctly detected

Some examples of the images for which the method
failed to correctly detect irises are shown in Fig. 9. The
false detection is mainly due to some reasons; shad, eyes
are almost closed and therefore the iris is hiding, glisten of
glasses on eyes or the image is too dark to discriminate
eyes from other parts. The advantage of the proposed
method is that it is simple and can be implemented easily



because it dose not require complicated pattern matching.
It works well under various conditions. Moreover in all
previous tests, we do not apply any type of preprocessing
on the used images and the average calculation time to
detect the two eyes center-point is 30 ms on a PC of PIII

1.0 GB, 256 RAM, and OS windows XP.
100
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Fig. 6. Relative error versus detection rate for BiolD

images without glass

Fig.7. Examples of BioID images with glass for which
two eyes are correctly detected
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Fig. 8. Relative error versus detection rate for BiolD
images with glass

ey
Fig. 9. Examples of images for which eyes are wrongly
detected

4. Conclusions

This paper introduces an efficient method to detect the
eye’s center-point. This method is based on two facts; first
eye region exhibit unpredictable local intensity, which
means that pixel values are highly unpredictable and this
corresponds to high entropy compared to other regions.
Second, eye (iris) is circle and dark. A total score based on
the high entropy and darkness of the iris is given to rec-
tangle regions of fixed size, the highest score region is
considered to contain the iris. The method is tested on a
subset of FERET and BiolD databases. It shows that a
correct eye detection rate of 97.8% and 94.3% can be
achieved on FERET and BiolD respectively. The pro-
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posed method along with a robust face detection method
can be effectively used in real-time applications because it
is very simple and works well under various conditions.
Improving performance further for images with severe
conditions such as glisten of glasses on eyes or occlusion
by eyelid is the main goal of the future work.
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