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Abstract

This paper describes a method of detecting and
tracking two or more persons from images captured
with a moving camera. We propose a method of person
tracking using distance information calculated with a
stereo camera. Each person’s position is estimated by
using Kalman filter in consideration of movement of a
mobile robot and persons. Additionally, we report an
experimental result on control of mobile robot following
a specific person.

1 Introduction

Following a specific person is an important task for
service robots. Visual person following in public spaces
entails tracking of multiple persons by a moving cam-
era. Though there are a lot of researches on person
detection and tracking from images [1, 2, 3], many of
them use a fixed camera. In the case of using mov-
ing camera, it is one of important problems to sepa-
rate moving objects from the background. By using
distance information obtained from a stereo camera,
Beymer and Konolige [4] detect persons quickly, and
Kang et al. [5] track moving objects. There is a system
that detects pedestrians from a moving vehicle [6], and
the segmentation is relatively easy because the camera
moves usually regularly along a road.

In this paper, we propose a method of detecting and
tracking multiple persons for a mobile robot. Laser
range finders are widely used to detect obstacles for
mobile robots, and several researches use them for per-
son detection and tracking [7, 8, 9]. Image informa-
tion, such as color and texture, is, however, necessary
for segmenting and/or identifying each person. Sev-
eral person tracking methods for mobile robots are pro-
posed which use an omnidirectional camera [10, 11, 12]
or a stereo camera [13, 14, 15]. However, it is difficult
to analyze a complex scene using an omnidirectional
camera due to its resolution. Therefore, these works
detect person regions by using distance information ob-
tained from stereo camera, and track persons by using
appearance models. On the other hand, we propose a
method to track persons by using silhouette models.
We also present an EKF-based algorithm that consid-
ers movement of persons and a mobile robot, and can
therefore track persons correctly even when they are
occluded by other persons for a short period of time.
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Figure 1: Configuration of our system.
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Figure 2: Definition of coordinate systems.

2 Person Tracking using Stereo Cam-
era

2.1 Configuration of our system

Our system consists of the following two parts as
shown in Fig. 1. The image processing part estimates
the 3D position of each person using stereo. Using this
estimated position information, the robot control part
controls the robot motion. The robot motion informa-
tion is sent back to the image processing part to be
considered in person tracking. The detail of robot con-
trol to follow a specific person is explained in Section 3.

Figure 2 illustrates the coordinate systems attached
to our mobile robot and stereo system. The relation
between the robot and the camera coodinate system is
given by

Zc

[
x y 1

]T = A
[

R | T
] [

Xr Yr Zr 1
]T

, (1)

where A, R and T show the intrinsic parameters ma-
trix, the rotation matrix, and the translation vector,
respectively.
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Figure 3: Distance templates.

(a) Input images (b) Depth images

Figure 4: Examples of tracking result using distance
templates.

2.2 Person tracking based on distance in-
formation

To track persons stably with a moving camera, we
use distance templates, which are the templates for hu-
man upper bodies in depth images (see Fig. 3). We
made the templates from the depth images where the
target person was at 2m away from the camera. When
the templates are used for person detection, their sizes
and the depth values are adjusted accoding to the dis-
tance from the camera to the target person. By match-
ing the template to the depth image, the 2D position
of person (x, y), the distance from camera D, and the
evaluation value are obtained. In addition, we use three
templates with different direction of body, and take the
one with the highest evaluation value as a tracking re-
sult in each frame. The tracking algorithm is described
in Section 2.4.

Figure 4 shows examples of tracking using the dis-
tance templates. Three rectangles in each depth image
are tracking results with the three templates, and the
one with the highest evaluation value is shown in bold
line. Even when the direction of the body changed,
it is possible to track person stably by using multiple
templates.

Objects with similar silhouette to person, shown in
Fig. 5, are sometimes detected using only depth infor-
mation. We reject such false detections using color and
texture information.

Figure 5: Examples of false detection.
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Figure 6: Control of wheeled mobile robot.

2.3 Estimation of 3D position using EKF

2.3.1 State equation

In the robot coordinate system, the person’s position
at time t is defined as (Xt, Yt, Zt). The state variable
xt is defined as

xt =
[

Xt Yt Zt Ẋt Ẏt

]T

,

where Ẋt and Ẏt denote velocities in the horizontal
plane.

We first consider the case where the robot does not
move. The system equation is given by

xt+1 = F txt + Gtwt (2)

where

F t =

⎡
⎢⎢⎣

1 0 0 Δt 0
0 1 0 0 Δt
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1

⎤
⎥⎥⎦ , Gt =

⎡
⎢⎢⎣

0 0
0 0
0 0

Δt 0
0 Δt

⎤
⎥⎥⎦ ,

Qt = cov(wt) = E
[
wtw

T
t

]
= σ2

w

[
1 0
0 1

]
.

We then consider the case where the robot moves.
Figure 6 shows how a wheeled mobile robot moves.
The distance of two wheels is denoted as 2d. When
each wheel rotates with speed vL and vR, the velocity
v, the angular velocity ω, and the turning radius ρ of
the robot have the following relation. First, we have

v = ρω.

For the both wheels, we also have

vL = (ρ − d)ω, vR = (ρ + d)ω.
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From these equations, we have

v = (vR + vL)/2, ω = (vR − vL)/2d,

ρ = d(vR + vL)/(vR − vL).

The rotation angle Δθ and the moved distance ΔL
during time Δt are obtained respectively as

Δθ = ωΔt, ΔL = 2ρ sin(Δθ/2).

In addition, the robot movement ΔX and ΔY seen
from the robot position at time t are obtained respec-
tively as

ΔX = ΔL cos(Δθ/2), ΔY = ΔL sin(Δθ/2).

Therefore, the person position x
(t+1)
t+1 at time t+1 seen

from the robot position at time t+1 is shown as follows
by the use of the person position x

(t)
t+1 at time t+1 seen

from the robot position at time t.

X(t+1) = (X(t) − ΔX) cosΔθ + (Y (t) − ΔY ) sin Δθ,
Y (t+1) =−(X(t) − ΔX) sin Δθ + (Y (t) − ΔY ) cos Δθ,

Ẋ(t+1) = Ẋ(t) cosΔθ + Ẏ (t) sin Δθ − v,

Ẏ (t+1) =−Ẋ(t) sin Δθ + Ẏ (t) cos Δθ.

By the combination of these equations and equation
(2), the state equation that considers the robot move-
ment ut = [vL vR]T is expressed as

xt+1 = f t(xt, ut) + Gtwt, (3)

where

f t(xt, ut) =⎡
⎢⎢⎣

(Xt + ΔtẊt − ΔX) cosΔθ + (Yt + ΔtẎt − ΔY ) sinΔθ

−(Xt + ΔtẊt − ΔX) sinΔθ + (Yt + ΔtẎt − ΔY ) cosΔθ
Zt

Ẋt cosΔθ + Ẏt sinΔθ − v

−Ẋt sinΔθ + Ẏt cosΔθ

⎤
⎥⎥⎦ .

2.3.2 Observation equation

The observed person’s position in the robot coordinate
system is denoted as yt. The observation equation is
expressed as

yt = Htxt + vt, (4)

where

yt =

[
Xr

Yr

Zr

]
, Ht =

[
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0

]
,

Rt = cov(vt) = E
[
vtv

T
t

]
= σ2

v

[
1 0 0
0 1 0
0 0 1

]
.

2.3.3 Kalman filter

Based on the state equation (3) and the observation
equation (4), the person’s position can be estimated

by using the Extended Kalman Filter (EKF) shown by
the following equations.

x̂t|t−1 = f t(x̂t−1|t−1, ut−1), (5)

P t|t−1 = F tP t−1|t−1F
T
t + GtQt−1G

T
t , (6)

Kt = P t|t−1H
T
t

[
HtP t|t−1H

T
t + Rt

]−1

, (7)

x̂t|t = x̂t|t−1 + Kt

[
yt − Htx̂t|t−1

]
, (8)

P t|t = P t|t−1 − KtHtP t|t−1, (9)

where

F t =
∂f t

∂xt

∣∣∣∣
x̂t|t−1,ut

=

⎡
⎢⎢⎣

cosΔθ sinΔθ 0 Δt cosΔθ Δt sinΔθ
− sinΔθ cosΔθ 0 −Δt sinΔθ Δt cosΔθ

0 0 1 0 0
0 0 0 cosΔθ sinΔθ
0 0 0 − sinΔθ cosΔθ

⎤
⎥⎥⎦

∣∣∣∣∣∣∣∣
ut

.

2.4 Tracking algorithm

The image processing part (see Fig. 1) works as fol-
lows:

1) Stereo processing The depth image is made with
a stereo camera.

2) Person tracking Each person is tracked by using
the EKF described in Section 2.3.

2.1) Prediction The 3D position at the current time
t is predicted from the state variable at the pre-
vious time t − 1 by equation (5). And then, it is
projected to 2D image by equation (1).

2.2) Observation The person is searched for around
the predicted position by the method described
in Section 2.2. The templates used to search are
made based on the distance to the person. After
the search, the person’s 3D position yt is calcu-
lated by equation (1) based on image coordinates
(x, y) and distance from camera Zc = D.

2.3) Update The state variable is updated by equa-
tion (8).

3) Detection The persons who appear newly in im-
age are detected with distance templates.

4) Communication The estimated position is sent
to the robot control part, and the rotational speeds
of the left and right wheels are received.

Even when persons with different distances from the
camera occlude other person, it is possible to track
each person because the size and the pixel value of the
template are set based on each person’s 3D position.

3 Control to Follow a Specific Person

The robot with two-wheel drive can follow a circular
trajectory from the current to the target position (path
A in Fig. 7). In this case, the speeds for the wheels to

275



Y

������

A

B

X

v

�������	
�	�������

C

��X , Y �

θ

ρ ����������� ����� ������

Figure 7: Path to target position.

move the robot at velocity v is calculated as follows.
From the equation

ρ2 =

{(
X

2

)2

+
(

Y

2

)2
}

+

{(
X

2

)2

+
(

ρ − Y

2

)2
}

,

we have

ρ =
X2 + Y 2

2Y
.

Then we can calculate the velocities as:

vL = v
(
1 − d

ρ

)
= v

(
1 − 2dY

X2+Y 2

)
,

vR = v
(
1 + d

ρ

)
= v

(
1 + 2dY

X2+Y 2

)
.

When the robot follows this circular path, since the
turning rate of robot orientation is relatively slow, the
target person tends to go out of the field of view. On
the other hand, the robot first turns and then moves
straight toward the target like path B, the robot move-
ment is not smooth. We thus use the one like path
C, on which the robot turns to the target while mov-
ing ahead. In this case, the velocity of each wheel is
adjusted as follows:

vL = v
(
1 − k 2dY

X2+Y 2

)
, vR = v

(
1 + k 2dY

X2+Y 2

)
.

This means the turning radius ρ is reduced to ρ/k.

4 Experimental Result

In the experiment, we used a wheel movement robot
and a stereo camera shown in Fig. 2. The robot is
PeopleBot (max speed 900mm/sec) made by the Mo-
bile Robots company, and it is controlled by using se-
rial communication from a note PC (ThinkPad, Intel
Core2Duo 2.6GHz) on the robot. The stereo camera
is Bumblebee2 made by the Point Grey Research com-
pany (XGA, 20fps, 100-deg HFOV), and it was set up
in the upper part of the robot.

We implemented the software modules for person
detection and tracking, motion planning, and robot
control as RT components in the RT-middleware envi-
ronment [16] for easier development and maintenance.

Figure 8 shows a result of tracking. The left row
images are the results of person detection. Each cir-
cle in the image shows the result of observation with
distance templates, and each small point shows the 3D
head position estimated using EKF. The right row im-
ages show the positions of the robot and the persons
taken by a ceiling camea. In addition, the curves in the
final frame (#156) shows the traces of the robot and
the persons. The processed image size is 512 × 384,
and the processing speed is about 70msec/frame. The
robot moved toward person A who was detected first.
Even when person B and C passed between the robot
and person A, the target person was correctly tracked.

5 Conclusions

In this paper, we described a method of detecting
and tracking multiple persons for a mobile robot by
using distance information calculated with the stereo
camera. We presented an EKF-based algorithm that
considers movement of persons and the robot and can
therefore track persons correctly even when they are
occluded by other persons for a short period of time.
Finally, we reported an experimental result on control
of mobile robot following a specific person. In the fu-
ture work, we will plan the path of the robot in con-
sideration of moving obstacles.
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