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Abstract

This paper describes a face recognition method based 
on combining two complementary matching algorithms, 
one is a single-image matching algorithm and the other is 
a sequential-image matching algorithm. The sequen-
tial-image matching algorithm distinguishes each person 
by using the derived features from a set of sequential im-
ages of the same person, and the derived features 
meaningfully corresponds to the unique face variation 
pattern of this person. For computing the matching scores, 
the sequential-image matching algorithm uses a Con-
strained Mutual Subspace Method (CMSM), and the 
single-image matching algorithm uses an Euclidean dis-
tance. The two matching scores are further combined 
together so that highly accurate recognition can be 
achieved. To obtain more robust features under various 
illuminations, an Anisotropic Smoothing Transform (AST) 
is also proposed in this paper which can effectively com-
pensates a non-uniform face image into a uniform face 
image. Experimental results show that the proposed me-
thod can achieve outstanding performance and is 
considerably robust to lighting variations. 

1 Introduction 
Biometric identification technology is a very popular 

research field in the recent years. Various methods have 
been proposed that use different kinds of biometric data. 
Among them, face recognition consistently obtains a great 
expectation since it is contact-free and is user friendly. 
Therefore, a lot of research efforts have been devoted to 
this field, and many face recognition approaches based on 
a variety of machine learning theorem have been devel-
oped already. For example, subspace methods such as 
PCA [1,2] and LDA [3,4] are commonly used which 
project high dimensional features to low dimensional fea-
tures and not only faster but also better recognition can be 
achieved. 

It is well known that face images are easy to change in 
color and in shape when there is variation of environment 
lighting, facial expressions and poses. Therefore, it is apt 
to be unreliable if recognition is performed based on just a 
single input image. To obtain a more robust recognition, 
Yamaguchi proposed the Mutual Subspace Method 
(MSM) [5] and the Constrained Mutual Subspace Method 
(CMSM) [6,7,8], and both methods perform recognition 
by using multiple sequential images. In MSM, similarity 

is defined to be the minimum angle between the input 
subspace and a reference subspace. In CMSM, it further 
projects each individual subspace including the input and 
the reference subspaces onto a constrained subspace. Ac-
cording to the projection on the same constrained 
subspace, it can obtain the features which have good dis-
crimination ability among classes and are insensitive to 
face poses and expressions. 

Basically, the feature derived from a single image de-
notes the location of this image in a high dimensional 
feature space. In the feature space, the locations of two 
highly similar images will be in general close to each oth-
er, and the locations of two distinct images then will be 
quite separated apart. Therefore, recognition based on a 
single image mainly measures the distance (or similarity) 
of the features between the input pattern and the reference 
patterns. However, the feature derived from a set of se-
quential images of the same person can present the unique 
variation model of this person. Therefore, recognition 
based on sequential face images can compare the specific 
variation pattern of the unknown person and that of each 
enrolled user. The two kinds of recognition seem to be 
complementary in nature. With this understanding, it will 
be very useful if both methods are combined together. 

This paper is organized as follows. Section 2 introduces 
an Anisotropic Smoothing Transform (AST) which com-
pensates the lighting variation on face images. Section 3 
describes two recognition models; the first is based on a 
single image and the second is based on sequential images. 
A linear mechanism is also proposed to integrate both 
recognition scores. Section 4 presents the experiment re-
sults on the famous Banca face database, and the final 
conclusion is drawn in Section 5. 

2 Anisotropic Smoothing Transform 

According to a Lambertian model [9], the value of an 
image pixel x can be formulated as 

)()()()( xsxnxxI T��  
where e intensity value, I is th �  

po
is the albedo, e n

n 
 is th

normal vector and s  is the s tlight illuminatio vector 
of point x. Basically, �  denotes the texture information 
of the image and nts represents the integral information 
related to the object orientation and lighting source. To 
reduce the illumination effect of various lighting condi-
tions, we consider two basic image attributes, one is the 
high-frequency texture such as edge and face contour, 
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which is less sensitive to various lighting conditions, and 
the other is the low-frequency information that is rather 
sensitive to lighting variations. Based on this understand-
ing, if we get rid of the low-frequency attributes, we are 
more able to obtain much robust high-frequency texture 
information in different lighting conditions. To serve this 
purpose, two functions are defined 
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where is an image which mainly reflects the snW T�  

uency ilow-freq nformation of I and W~  is a convolution 
image constructed by the original im e and a Gaussian 
filter. Basically, the lighting factor can be implicitly attri-
buted to W . Because both W and W

ag
~  correspond to the 

low frequ cy signal of an i ge, we can use WcWen ma  ~�  to 
present the relationship between both images a s a 
constant value. If I is divided by W

nd c i~ , a new image N can 
be constructed which inherently reveals the high frequen-
cy attribute � . That is 

.~~ �� c
W
W

W
IN ���

 
Although the high-frequency inform ion N is less sen-

sit
at

ive to different lighting variations, it is still sensitive to 
noise. To solve this problem, we design an Anisotropic 
Smoothing Transform (AST) to reduce the noise influence. 
Let k be the 4-direction neighbor points (i.e. 

� �NSWEk ,,,� he intensity difference be-
oin d its neighbor point k , 
),

tween the current p
 k	  be t

t an 
  be 
a scale factor of an exponential function, and k  the 
smoothing weight of direction k . Here, Wk is defined to 
be 
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Basically, AST takes each image pixel and its four 
neighboring pixels with different smoothing weights to 
generate a new smoothed image value. That is 

� 
 � 
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where is the image value progressed t times at the t
jiN ,  

e (coordinat i, j) and �  is a scaling parameter of the 
weighted sum function. Figure 1 shows the compensated 
results of several face samples which clearly demonstrate 
that the proposed AST indeed can extract essential texture 
information from images under various lighting condi-
tions. 

 

3 Face Identification Method 

In this section, we describe the proposed face recogni-
tio

3. Concept of Canonical Angle 
een two subspaces 

is 

n framework which integrates a single-image matching 
module and a sequential-image matching module. For 
pattern matching, the single-image matching module uses 
the Euclidean distance metric, and the sequential-image 
matching module uses a CMSM (Constrained Mutual 
Subspace Method) metric. For making the final decision, a 
weighted sum is used to combine the two matching scores. 
This section consists of five subsections. The first intro-
duces the concept of the canonical angle which can reflect 
the similarity of two subspaces. The second explains how 
the constrained subspace is generated. The third describes 

matching in the constructed constrained subspace. The 
fourth states the matching of a single image which adopts 
an Euclidean distance in a LDA-transformed reduced fea-
ture space. The fifth describes the weighted-sum 
combination scheme. 

 

1
In linear algebra, the similarity betw
calculated by the angle between them. Suppose 

� �rRR ,,1 �  is a set of r reference patterns, � �sII ,,1 �  
nput patterns, and each pattern is  

by an f-dimensional feature vector. With PCA, an 
rno-dimensional reference subspace �  can be con-
structed from 

is a set of s i  represented

� �rRR ,,1 � , and an sno-dimensional input 
subspace � c ructed from � �I ,,
spectively. Therefore, � is an  rno � and 
� is an  sno � f  matrix. In general, the relations of r, 
s, rno and sno are chosen to be rno�r, sno�s and rno�sno. 
We can further obtain rno canonical angles 

an be const sI�  re-
  matrix 
1

 f

� �
nor�� ,,1 �  

between subspace � and subspace � by t  
equations: 

he following

CXC ��  

� 
 � 
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i�  and i�where  denote respectively the i-th 
f-dimensional orthono al basis vector of subspace � 
and �, 

 rm
�  is an eigenvalue of X and C is the eigenvec-

tors of X, and X is an rno × rno matrix. The value i�
2cos  

of the i-th smallest canonical angle equals to the i
est eigenvalue of � . The largest eigenvalue (i.e. 

1
2cos � ) is taken to denote the similarity between sub-

 and �. Figure 2 shows a schematic diagram of 
the canonical angle between two subspaces. 

 

-th larg-

space �

3. Generation of Constrained Subspace 
nerate a 

pr

To 
ge

where r  is the number of eigenvectors of a reference 
su

2
In CMSM, it is essentially important to ge
oper constrained subspace C which contains the effec-

tive matching components but eliminating the unnecessary 
ones. By projecting the input subspace and reference sub-
spaces to a constrained subspace, it could extract 
discriminating features for recognizing pattern classes. 

Suppose there are in total Np reference subspaces. 
nerate a constrained subspace, we compute the projec-

tion matrix �j of the j-th reference subspace using 

� 
Tr jjnoP �k kkj �� 1 ��  
no

bspace, j
k�  is the k-th orthonormal basis vector of the 

j-th reference subspace, and each Pj is a ff �  matrix. 
Then, we calculate the eigenvectors of t mation 
matrix 

he sum� 

PNPPPS ���� �21 , that is ASA �� , 

where �  and A denote the eigenvalues and the eigen-
vectors of S respectively. Finally, the t eigenvectors 
[A1,…,At] corresponding to the t smallest eigenvalues are 
selected to construct the constrained subspace CS (that is  
CS=[A1,…,At]t×f). For a more detailed description of 
CMSM, please see [6]. 

 

3. Matching on Constrained Subspace 
lasses. � 

de

3
Suppose there are in total K recognition c
notes the input subspace derived from the input se-

quence samples, and �i (1�i�K) denotes the subspace 
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derived from the training sequence samples of class i. Five 
steps need to be performed for pattern matching as fol-
lows: 
1. Project each �  onto CS and generate a  

d with a Gram-Schmidt algo-

 projec-

nd with a Gram-Schmidt algorithm 

 and �  by using 

3. Matching in LDA-transformed Space 
ages, 

th

i
p

n rno×t
rojection matrix Pi; 

2. Normalize each Pi, an
rithm derive a reference subspace �i; 

3. Project � onto CS and generate an sno×t
tion matrix Q; 

4. Normalize Q, a
derive the input subspace �; 

Compute the similarity between � i
the canonical angle computation described in Sec. 3.1. 

 

4
Besides matching by CMSM with sequential im

ere is another matching based on a single image. The 
image smoothed by the AST algorithm is first normalized 
to a fixed size (such as 36×36 in this paper), then it further 
forms a feature vector. To speed up the feature matching 
and obtain a better recognition accuracy, the Linear Dis-
crimination Analysis (LDA) algorithm is adopted which 
computes a linear transformation W* by maximizing the 
following criterion: 

� 

� 
WSW

WSWW
w

T
b

T

W det
detmaxarg* �

 
where Sb is the between-class scatter ma Sw is 

th
trix and 

e within-class scatter matrix. If Sw is non-singular, then 
in that case the ratio of Sw

-1Sb is maximized and W* is 
computed. Whenever W* is decided, the original feature 
vectors are then multiplied with the transpose of W* to 
generate the projection coefficients which are further used 
to form the transformed feature vectors with a much small 
feature dimension. Let Î  be the transformed input feature 
vector and  R̂  be a transformed reference feature vector, 
d be the trans rmed feature dimension, then distancesim  be 
the distance between 

fo
Î  and R̂ which is defined as 

2
ˆd

1
)ˆ(�

�
��

i
iidistance RIsim

 
In our proposed recognition method, there are two 

matching modules, and the final decision is made by com-
bining their matching results by a weighted sum scheme. 
The similarity of the image-sequence matching module is 
calculated by the smallest canonical angle 1

2cos � , and 
the similarity of the single-image matchin le is 
calculated by Euclidean distance. Suppose anglesim  and 

distancesim  denote the canonical angle me  the 
distance metric, respectively. The integrated 

value of similarity is calculated as 

g modu

tric and
Euclidean 

�
�
�

�
�
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�
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simsimsimilarity 121

 
where 1�  and 2�  

, an
are the combining weights of the 

two matchi  scores d ng �  is a normalized parameter. 
 

4 Experimental Results 

We used the famous Banca face database to evaluate 
th

e manually marked eye positions, face 
im

fo

ment results are evaluated by False Rejection 
Ra

e performance of the proposed recognition method. The 
Banca database contains 52 individuals and each individ-

ual has 12 image sequences that were taken in different 
time, at different locations and by difference cameras. 
Each image sequence consists of 10 face images with 
various facial poses and facial expressions. To simplify 
the problem, only 4 image sequences of each individual 
taken in different time but at the same locations and by the 
same camera are used in this experiment. Among the 4 
image sequences, only one image sequence is used in the 
training stage, and the other three are used in the testing 
stage. Among the 52 individuals, the image samples of the 
first 12 are used to construct a constrained subspace, and 
the image samples of the other 40 individuals are used to 
generate the reference models and to evaluate the recogni-
tion performance. 

According to th
ages are extracted. Each extracted face image is applied 

first by AST and then resized to 36x36 pixels. In the expe-
riment, the constrained subspace was constructed with 36 
training subspaces, rno is set to be 9 and t is set to be 1000. 

Form the 40 persons, we randomly selected 35 persons 
r training, and used all 40 persons for testing. In order to 

obtain unbiased investigation, we performed the face rec-
ognition experiment one hundred times. Finally, the 
average performance of the one hundred experiments was 
reported. 

The experi
te (FRR) and False Acceptance Rate (FAR). Figure 3 

shows the recognition results of the proposed method and 
those of CMSM and the used single-image classifier. The 
recognition rate of the proposed method with no rejection 
rate is 99.1%, and with a 7.9% false rejection rate it is 
90.1% recognition rate. Figure 4 shows the performance 
of FAR vs. recognition rate. Let C_no denote the number 
of decisive recognition which is correct and belongs to the 
enrolled persons, and D_no denote the number of decisive 
recognition which belongs to the enrolled persons. Then  

%.100
D_no
C_no  raten  Recognitio ��

 
The experimental result shows clearly that the d 

m

5 Conclusions

This paper introduces a face recognition method by in-
te
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ethod is superior to the other two methods. 

grating both single-image and image-sequences 
matching modules. To diminish the lighting effect, an 
Anisotropic Smoothing Transform is proposed. Experi-
ments have shown that the proposed method can achieve a 
very promising recognition accuracy (99.1%) for the 
famous Banca face database. In the future, we intend to 
apply the Generalized Discriminant Analysis (GDA) [11] 
to the single-image recognition and further investigate the 
recognition performance on some larger face databases. 
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Figure 2.  Canonical angle between two subspaces. 

  
Figure 4.  FAR vs. Recognition rate.
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