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Abstract

The particle filtering, which is a probability tech-
nique, can be used for a robust tracking to noise and
occlusion. It often uses characteristics based on the ap-
pearance information of a target object, such as color
and edge, for calculating likelihood. As far as the ap-
pearance information is used, the particle filtering fails
to track the target object when it intersects other objects
which have similar patterns. This paper proposes a new
method for addressing the problem. The method uses
color and other characteristics such as velocity infor-
mation of the tracking object and distance information
between tracking objects except the appearance.

1 Introduction

The particle filtering is used for tracking moving
objects[1]. It is robust to occlusion and noise. When
a target object is tracked by the particle filtering,
the likelihood is often calculated by appearance in-
formation, such as color and edge information of the
object[1][2][3][4]. Methods using appearance informa-
tion sometimes fail to track moving objects with similar
patterns when they intersect with each other.

S. Khan et al. proposed a method to address the
intersection of some targets by observing a scene
from several points of view and integrating the
information[5]. The method needs at least four cam-
eras to track some moving objects with high perfor-
mance. Using many cameras costs high expense and
causes a problem that it is necessary to secure loca-
tions for installing them.

J. Sullivan et al. proposed a trajectory based meth-
od to solve the intersection problem in a soccer game[6].
The method solved the problem by analyzing the tra-
jectory of each player which is acquired by background
subtraction and labeling. The method does not per-
form the whole process in real time because it needs
the trajectories of all players in the whole game.

L. Zhu et al. proposed a online sample based ap-
proach for multiple objects tracking [7]. The method
uses local texture information and relative spatial fea-
tures which are obtained from several frames. This
method fails to track objects when they have similar

patterns and intersect in a scene because it estimates
the center position of the tracking object based on only
the local texture information.

This paper proposes a new approach for tracking
multiple objects with similar patterns in a video se-
quence taken by a single camera. The proposed method
is based on the particle filtering. We improve the like-
lihood function in order to address the problem that
tracking fails when target objects with similar patterns
intersect. The likelihood is calculated by color his-
togram of the target object and other characteristics
except the appearance of the object, such as velocity of
the tracking object and distance information between
tracking objects. Moreover, the method uses the result
of background subtraction in order to track targets ef-
ficiently and accurately. Results are demonstrated by
experiments using real video sequence.

2 Increasing Efficiency and Accuracy of
Particle Filtering

The particle filtering is the approach that state
variables are estimated by approximating the poste-
rior probability distribution of them by many parti-
cles. Each particle consists of the state variables and a
weight. The particle filtering estimates the state vari-
ables by following steps1. First, the state variables at
time t are predicted by them at t−1. Next, the weight
is calculated by the likelihood value. At last, particles
are selected by Sequential Importance Sampling[8]. As
a result, the discrete approximation of the posterior
distribution of the state variables is obtained.

The particle filtering usually generates the particles
at t by adding random values to the state variables
of the particles at t − 1. The previous methods scat-
ter many particles into the region in which calculating
the weights of the particles is useless. We proposes a
method to increase efficiency and accuracy of the parti-
cle filtering in this section. The proposed method uses
the velocity of the target object and the result of back-
ground subtraction. The method defines two types of
the state variables and improves the state transition
function to use velocity and distance information.

1See details about the particle filtering in [1]
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2.1 Two Types of State Variable

Let the state variables be xt. In this paper, xt is
defined as follows:

xt =

⎧⎪⎨
⎪⎩

[ut, vt, u̇t, v̇t, wt, ht]T
(if the target object intersects with others)

[ut, vt, u̇t, v̇t]
T (otherwise)

where the set of (ut, vt) represents the center position
of the tracking object, the set of (u̇t, v̇t) represents the
velocity of the tracking object and wt and ht represent
the width and height of the rectangle which involves
the tracking object.

The proposed method extracts moving object re-
gions by background subtraction at first2. Then the
likelihood of only the particles that the set (ut, vt) of
each particle is the point in the extracted region is
calculated. This process decreases the useless calcu-
lations. Furthermore, the number of the state vari-
ables can be reduced because wt and ht does not need
to be calculated by the particle filtering when the size
of the target object can be obtained by the result of
background subtraction. This makes it possible that a
moving object is tracked more steadily with less parti-
cles.

When the target object intersects with others, its
width and height can not be obtained accurately from
the result of background subtraction. In such a case,
wt and ht are added as the state variables and calcu-
lated by the particle filtering. wt−1 and ht−1, which are
obtained by using the result of background subtraction
at t− 1, are set to wt and ht respectively. In addition,
the number of particle is increased because the number
of state variables increases. How to judge whether the
target object intersects with others or not is described
in [10].

2.1.1 Obtaining Rectangle Size from Result of
Background Subtraction

The process of obtaining the rectangle size from the re-
sult of background subtraction is described. First, the
position of the tracking object at t is estimated. Next,
the region which is the nearest region to the estimated
position is determined as the target object region. At
last, the width and height of the region are obtained.

It is necessary to find the region of the target object
tracked by the particles from the detected regions by
background subtraction. The position of the tracking
object at t is estimated by the position and the velocity
which are obtained by particle filtering at t − 1. The
nearest region to the estimated position is determined
as the target object region. The estimated position of
the tracking object, (u′

t, v
′
t), is calculated by Eq. (1).

u′
t = ût−1 + ˆ̇ut−1, v′t = v̂t−1 + ˆ̇vt−1 (1)

where the set of (ût−1, v̂t−1) represents the center po-
sition of the tracking object at t − 1 and the set of
(ˆ̇ut−1, ˆ̇vt−1) represents the velocity of the tracking ob-
ject. Both of them are estimated by particle filtering
at t − 1.

2The proposed method obtains background image by back-
ground update method[9] in order to extract moving objects
stably even though background environment is changed.

The region closest to (u′
t, v

′
t) is determined as the

region of the target object. Then the width and height
of the region are obtained. As a result, the rectangle
involving the target object can be generated with high
performance and it is used for tracking.

2.2 State Transition Function of Proposed
Method

Let x
(i)
t be state variables of i-th particle. The state

transition function of the proposed method is defined
by Eq. (2).

x
(i)
t = x

(j)
t−1 + V + ωt (2)

where ωt means the Gaussian noise vector and
V means velocity vector. When the target ob-
ject intersects with others, ωt consists of six Gaus-
sian noises with means 0 and standard deviations
{σu, σv, σu̇, σv̇, σw, σh}, which mean the standard de-
viations of Gaussian noise for ut, vt, u̇t, v̇t, wt and ht

respectively, and V = [u̇(j)
t−1, v̇

(j)
t−1, 0, 0, 0, 0]T . The set

of (u̇(j)
t−1, v̇

(j)
t−1) means (u̇t−1, v̇t−1) of j-th particle at

t − 1. Otherwise, ωt consists of four Gaussian noises
with means 0 and standard deviations {σu, σv, σu̇, σv̇}
and V = [u̇(j)

t−1, v̇
(j)
t−1, 0, 0]T .

In the case that speed of the target object does
not change rapidly in a short time, the probabil-
ity that the target object exists at (u′

t, v
′
t) is very

high. So, (u(i)
t , v

(i)
t ) is transited based on (u(j)

t−1, v
(j)
t−1),

(u̇(j)
t−1, v̇

(j)
t−1) and Gaussian noises. On the other hand,

the proposed method can track the target object well
even in the opposite case because Gaussian noises are
added in addition to the velocity information.

3 Likelihood Function of Proposed
Method

The function for the calculation of the likelihood
value is very important factor for performance of the
particle filtering. Many methods calculate the value
based on the appearance information of the target ob-
ject. However, they fail to track the target object when
it intersects others with similar patterns. The likeli-
hood function of the proposed method is improved so
as to use velocity of the target object and distance in-
formation between tracking objects.

The Likelihood function L is given by Eq. (3).

L = LcLV Ld (3)

where Lc represents the likelihood of color histogram
which is the horizontal split histogram for the color
histogram[10], LV represents the likelihood of the ve-
locity of the target object and Ld represents the likeli-
hood of the distance information between tracking ob-
jects.

LV and Ld are described in the following.

3.1 Likelihood of Velocity Information of
Tracking Object

The proposed method uses velocity information of
the target object. Suppose that velocity of the target
object does not change rapidly in a very short time. In
this case, the probability that the target object exists
at (u′

t, v
′
t) is very high. LV should be defined so that it
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may become larger when (ut, vt) of a particle is closer
to (u′

t, v
′
t).

LV is calculated by Eq. (4).

LV = exp

⎛
⎝−

√
(u(i)

t − u′
t)2 + (v(i)

t − v′
t)2

2σ2
V

⎞
⎠ (4)

where the set of (u(i)
t , v

(i)
t ) means (ut, vt) of i-th par-

ticle and σV means the spreading factor. When
(u(i)

t , v
(i)
t ) equals to (u′

t, v
′
t), LV becomes 1. And it

becomes smaller when the distance between (u(i)
t , u

(i)
v )

and (u′
t, v

′
t) becomes larger.

σV is given by Eq. (5).

σV =
√

ˆ̇u
2

t−1 + ˆ̇v
2

t−1 + 1 (5)

When the velocity of the target object is lower, σV

should be smaller because u
(i)
t and v

(i)
t include less er-

rors. In the contrast, it should be larger in the oppo-
site case because they may include larger errors. σV

is defined so that it may be changed according to the
velocity values of the tracking object.

3.2 Likelihood of Distance Information of
Tracking Objects

When the target object is close to other target ob-
jects which have the similar patterns, the object might
be tracked by two or more particle groups because like-
lihood of particles which track other target object be-
comes large. Or no particle group might track the tar-
get object in such a case because likelihood of tracking
particles becomes large on the other objects. The pro-
posed method defines the likelihood function so that
it may decrease the likelihood of particles more when
they are closer to other objects.

When one or more objects are detected near the
target object by the method described in [10], Ld is
calculated by Eq. (6) and Eq. (7).

Ld =
M∏

k=1

Lk
d (6)

Lk
d = 1.0 − exp

(
− (u(i)

t − u′k
t )2 + (v(i)

t − v′kt )2

2σk
d

2

)
(7)

where M means the number of objects which are de-
tected near the target object, (u′k

t , v′kt ) means the pre-
dicted center position of k-th moving object and σk

d
means the spread factor for k-th object. On the other
hand, when no object is detected, Ld is set to 1.

Lk
d is defined so that it may become less when

(u(i)
t , v

(i)
t ) is closer to (u′k

t , v′kt ) because (u′
t, v

′
t) never

equals to (u′k
t , v′kt ) and (u(i)

t , v
(i)
t ) is farther from (u′

t, v
′
t)

in such a case. When (u(i)
t , v

(i)
t ) equals to (u′k

t , v′k
t ), Lk

d
becomes 0.

σk
d should be changed according to the distance be-

tween the target object and k-th object because Lk
d

may become small even if (u(i)
t , v

(i)
t ) is on the target

object when σk
d is large. The proposed method calcu-

lates Euclidean distance between (u′
t, v

′
t) and (u′k

t , v′kt ),
and sets it to σk

d .

(a) t-th frame (b) (t + 15)-th frame

(c) (t + 30)-th frame (d) (t + 45)-th frame

(e) (t + 60)-th frame (f) (t + 75)-th frame

Figure 1: Results of Proposed Method

4 Experiments

Experiments using real video sequences were done
for confirming the effectiveness of the proposed
method. The size of each frame is 720 × 480 pixels
and each pixel has 8bit RGB color values. A PC with
Core 2 Quad Q6600 and 2G Byte main memory was
used for calculation. σu, σv, σu̇, σv̇, σw and σh were set
to 15, 15, 1, 1, 2 and 2, respectively. The number of
particles for each target was set to be 1000. It was set
to be 2000 while the target object intersects with other
targets. The rectangle including the target object is di-
vided into five for the horizontal split histogram.

4.1 Experiment for Intersection of Moving
Objects

First, the experiment was done for an outdoor scene.
Four people with similar clothes intersect in the scene.
Fig. 1 shows a part of the experimental results. Fig.
1 shows that the proposed method can track multiple
target objects with high performance even though they
have similar patterns because it uses not only color
information but also velocity and distance information.
The success rate of the proposed method is 100.0% on
this experiment.

The experimental results of the previous methods
[4][7][10] are shown in Fig. 2. Fig. 2-(a) shows the re-
sult of the method described in [4]. The method fails to
track the target objects when tracking object intersects
other object with similar patterns because it uses only
color information. Fig. 2-(b) shows the result of the
objects tracking after segmenting object regions by the
method described in [7]. The method fails to segment
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(a) (b) (c)

Figure 2: Results of Previous Methods at (t + 30)-th
frame: (a) Results of [4], (b) Results of [7] and (c)
Results of [10]

(a) t-th frame (b) (t + 10)-th frame

(c) (t + 20)-th frame (d) (t + 30)-th frame

(e) (t + 40)-th frame (f) (t + 50)-th frame

Figure 3: Experimental Results for Rapid Turn of Tar-
get Object

moving object regions into the region of each object. It
can not distinguish between the target object and sim-
ilar pattern objects because it uses color and texture
features. Fig. 2-(c) shows the result of the method
described in [10]. It can track the target object when
one object with similar pattern exists near the target
object. However, it fails to track when two or more
objects exist near the target. The proposed method
has better performance than the previous approaches
[4][7][10] when target objects with similar patterns in-
tersect.

4.2 Experiment for Rapid Turn of Moving
Object

Next, another experiment was done. The scene that
a running man from the left of the image turned rapidly
to the opposite direction is used for the experiment.
Fig.3 shows a part of the experimental results. The
results show that the proposed method can track tar-
get objects correctly even when velocity of the target
object changes rapidly in a short time.

5 Conclusion

This paper proposed a new method which is robust
to the intersection of moving objects with similar pat-

terns. The proposed method is based on particle fil-
tering. The likelihood of each particle is calculated by
not only color histogram of target object but also the
velocity of the object and distance between the track-
ing objects. Furthermore, the method uses the result
of background subtraction. The number of particles of
which likelihood is calculated and the number of state
variables can be reduced by using it. As a result, effi-
ciency and accuracy increased in the proposed method.

The proposed method assumes that the velocity of
the target object does not change rapidly. However,
it is shown that the method can track the object well
even when it changes rapidly.

The previous methods using only appearance infor-
mation fail to track objects with similar patterns when
they intersect. The proposed method can track each
object steadily in such a case because the likelihood
function is defined so as to decrease the likelihood value
of particles of which the center points in the state vari-
ables exist in the other object region.

Future work includes addressing objects whose pat-
terns change in the middle of the scene.
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