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Abstract 

In this paper we propose a method of synchronizing 
automatically the full-view image and GPS information 
which are recorded independently, respectively, for route 
map building. The full-view image sensor is composed 
of a pair of fisheye cameras. By synchronizing the two 
image streams of the pair of fisheye cameras a seamless 
full-view image is acquired; by synchronizing the 
full-view image with GPS information the full-view im-
age stream is re-sampled uniformly so that the full-view 
image is registered to a digital map with approximately 
equal distance along routes. The above synchronization 
is achieved by matching the motion of these sensors. To 
estimate the motion between consecutive frames, a small 
motion model of spherical image is used. The experi-
mental results show the effectiveness of our method. 

1. Introduction 

A driving map is usually plotted by lines and curves; it 
provides the geometrical information of roads. However, 
humans memorize scene mainly by visual information. To 
make a map which is easily understood to human visual 
information is needed to be added to the maps. 

To build a large-scale route map including image in-
formation, a practical method is to register images to a 
geometrical digital map in terms of the GPS (Global Po-
sitioning System) information. To acquire a 
free-view-direction image, a full-view image is required. 
Therefore, to build full-view route map, we need to 
know the correct position information of the captured 
full-view image. 

In this paper a full-view image sensor and a hybrid
GPS sensor are installed on a vehicle as shown in Fig. 1. 
The full-view image sensor is mounted at the top of the 
vehicle; it consists of a pair of fisheye cameras which 
have a wider field of view than a hemisphere, respec-
tively. All of these devices are usual commercial 
products. The data of these devices are recorded inde-
pendently. Thus, to register full-view images to a digital 
map in terms of GPS information, we need to synchron-
ize all the data as follows. 
� Synchronize the two image streams of the pair of 

fisheye cameras of the full-view image sensor. 
� Synchronize the full-view image data and GPS da-

ta. 
In this paper we propose a method of automatically 

synchronizing these data based on motion information. 
To synchronize the two image streams, we compute the 
camera motion by a spherical stereo approach for each 

fisheye camera, respectively, and compare their motion 
under the same coordinate system; since their motion is 
caused by the same vehicle motion the synchronization 
can be determined by finding the maximum of the corre-
lation values of their motion information. Since the 
azimuth angle of the vehicle can be acquired directly 
from our hybrid GPS sensor, their synchronization with 
full-view image sensor can be achieved by the similar 
method. 

Figure 1. A full-view image sensor and a hybrid GPS 
sensor are installed on a vehicle to acquire data for route 
map building. 

The rest of this paper is organized as follows. In the 
next section, we describe the related research. Section 3 
describes the method of the synchronization of the pair of 
fisheye cameras of the full-view image sensor. Section 4 
presents the synchronization of the full-view image and 
GPS data. The preliminary experimental results are given 
in section 5. Finally, we conclude and present future work 
in the last section. 

2. Related Research 

How to generate a visual-information contained map 
along route automatically is a challenge. To compress the 
video data captured along routes a compact representation 
called panoramic representation is proposed [1]; a cogni-
tive map described by landmarks can be generated by 
analyzing the visual cues of the panoramic representation 
[2]; a 2D route map can be built as a graph-like repre-
sentation which includes multiple route panoramic views 
[3]; further, combining the panoramic views with the GPS 
information a route map including the geometrical in-
formation of routes and the visual cues along route scenes 
can be acquired [4][5][6]. 

While the route panoramic view is compact distortions 
appear in it when the camera rotates, for example, at a 
junction since a panoramic view is a path-centered re-
presentation. Another approach is that the 3D information 
of the scan line is also acquired by a range sensor [7][8] or 
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stereo vision processing [9] and the 3D model of route 
scene with texture is built. However, construction of exact 
3D model of route scene is not easy. 

A straight method is to register full-view image di-
rectly to a geometrical digital map in terms of GPS 
information as the popular Google street-view tool. In 
this paper we use this approach. A full-view image is 
captured by a pair of fisheye cameras; the full-view im-
age to be registered is re-sampled uniformly from the 
recorded video stream based on the GPS information. As 
described in section 1, we need to synchronize the 
full-view image sensor and GPS data because these data 
are recorded independently by different devices with 
different time stamps. 

For the synchronization of multiple cameras, multiple 
stationary video cameras are synchronized temporally 
with overlapping views [10]. In [11] it is assumed that the 
cameras are stationary and take the images of the same 
scene from various viewpoints, in which there are moving 
objects such as human in motion. However, in our case 
the pair of fisheye cameras point two opposite sides there 
are almost no overlap between the views of the two fi-
sheye cameras. 

In this paper the pair of fisheye cameras of the 
full-view image sensor is very close, and their relative 
position is fixed and calibrated using the method of [12]. 
When the vehicle moves the motion consistency should 
be maintained between the pair of fisheye cameras. We 
use this cue to synchronize the pair of fisheye cameras. 
The similar method also is used to synchronize the image 
sensor and GPS sensors by using the motion information 
measured from the hybrid GPS sensor. 

3. Synchronization of the pair of fisheye 
cameras of the full-view image sensor 

First we describe the idea of the synchronization the 
full-view image sensor. Next we give the motion estima-
tion method of the fisheye camera based on a small 
motion model.  

3.1. Idea of the synchronization of the 
full-view image sensor 

The full-view image sensor used in our research is 
shown at the top-left corner of Fig. 1. We choose it due 
to its simple structure, and it is easy to construct it by 
commercial parts. Although a single camera full-view 
image sensor is proposed in [12], a special lens is re-
quired. 

Suppose that the matrix of the relative pose of the two 
cameras pointing forwards and backwards, respectively, 
is rfR which is calibrated beforehand. Since the distance 
of pair of fisheye cameras is very small, the origins of 
the two camera coordinates are assumed to be the same. 
When the vehicle moves we compute the two camera 
motion, respectively. Since the camera translation can 
only be estimated apart from the scale factor from an 
image sequence we use the estimated rotation for the 
synchronization. Let the estimated camera rotation be 

fR  and rR  of the pair of fisheye cameras, respectively. 
We have the following equation. 

rrff RRR =       (1)   

Since the image streams of the pair of fisheye cameras 
are recorded independently there may be a time delay, 

tΔ , between them. That is 

)()( trrfttf RRR =Δ+ .          (2)  
Thus, the task of the synchronization of the full-view 

image sensor is to determine this time delay, tΔ . 
Suppose two rotation sequences, )(tfR  and )( ttrR Δ−

( nt ,,1�= ), are computed for the pair of cameras, respec-
tively. By computing the pitch (x), yaw (y) and roll (z) 
angles from the rotation matrices we have three angle 
sequences for each fisheye camera. 

For example, suppose the roll angle sequences of the 
pair of fisheye cameras are ( ))()2()1( ,,, nffff xxxX �  and 

( ))()2()1( ,,, nrrrr xxxX � , respectively. Then the correlation 
Xρ between two fX  and rX  is defined as 
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=  ,           (3)     

where ),cov( rf XX  is the covariance of fX  and rX , 
fXσ

and Xrσ  are standard deviations of fX  and rX , respec-
tively. 

Considering the delay time, tΔ , between ( )ttfX Δ+  and 
)(trX  the correlation of roll angle can be defined as 
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)(  .     (4) 

The correlation of pitch and yaw, )( tY Δρ  and )( tZ Δρ , 
can be computed by the same way. Instead of evaluating 
the correlations of the three angles, respectively, we 
compute the rotation correlation, )(tCorr , of the two 
cameras as the product of the correlation of the three 
angles as follows. 

)()()()( ttttCorr ZYX ΔΔΔ= ρρρ    (5) 
Thus, the synchronization is computed by maximizing

the above correlation function. 
)}}~({maxarg{ ~ tCorr

t
      (6) 

Next, we explain how to compute the fisheye camera 
rotation from a fisheye image sequence. 

3.2. Motions estimation of fisheye camera 
A fisheye camera has a wider field of view than a he-

misphere. The conventional pin-hole camera cannot be 
used directly. Here, we use a spherical camera model to 
compute the camera motion by mapping the point of a 
fisheye image to a spherical image as in [12]. 

Since we compute the camera rotation from an image 
stream which is recorded in 30ftp the motion between 
consecutive frames is small. Therefore, we use the small 
motion model of stereo [13] to compute the camera mo-
tion, but modify it with a spherical camera model. 

Suppose a point, P, is observed at two different places 
in space. Let the coordinates of the projection point on 
the first spherical image and the coordinates of the pro-
jection point on the second spherical image be m and m’, 
respectively. The relationship between the two spherical 
images can be represented by a rotation matrix, R, and a 
translation vector, t. For the vectors m, m’ and t in the 
same plane, we can expressed it as  

0)]([ =′×⋅ mRtm              (7)
Let us now turn our attention to infinitesimal dis-

placements. We consider a moving camera with 
translational velocity v and rotational angular velocity �. 
For small motion, we have 
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Substituting in equation (5) and neglecting all terms of 
order two or greater in �t yields we have  

0)(])][([ =⋅×−×× vmmmvmT �ω  .   (9) 
(9) is a nonlinear equation of v and �. If v or � is as-

sumed to be known the equation becomes linear. Here 
we use the following iteration method to estimate v and 
�. 

Algorithm: solving linearly translational velocity v and 
rotational velocity �

If the vehicle is moving, the following computation
begins.  
1. Suppose oω =0.  
2. Compute v in terms of (9) by using known oω . 
3. Compute nω in terms of (9) by using the computed v. 
4. Let oω = nω . 
5. If the following error is small than a threshold, eT , 

output v and ω  as answer. If not, go to 2. 

( ) Tevmmmvm
N

i
iii

T
i ≤⋅×−�

=
××

2

1
)(])][([ �ω   (10) 

Where N is the number of the feature points. 
Using the computed rotation angle of a consecutive im-
age sequence of the pair of fisheye cameras we compute 
the delay time tΔ  for the synchronization as described 
in subsection 3.1. 

4. Synchronization of full-view image sen-
sor and hybrid GPS sensor 

The hybrid GPS sensor used in our research consists 
of GPS receiver and inertial sensor, and is connected 
with the speedometer of the vehicle. It outputs the posi-
tion, the velocity, and the azimuth angle of the vehicle by 
the rate of 4 fps. Here we synchronization of the 
full-view image sensor and the hybrid GPS sensor based 
on the measured azimuth angle as follows. 
� Carry out interpolation for the azimuth angle from 

the hybrid GPS data so as to acquire the same data 
rate as the image stream. 

� Accumulate the estimated angle on the ground be-
tween the neighboring frames of the image 
sequence captured by the full-view image sensor. 

� Compute the correlation of the interpolated azimuth 
angle, )(tGPSθ , of the hybrid GPS sensor and the ac-
cumulated angle, )(Im ttage Δ+θ , on the ground from the 
full-view image sensor by the same method as (4). 

After synchronizing the full-image data and the hybrid 
GPS data, we can re-sample the full-view image stream 
based on the synchronized GPS information so that the 
neighboring frames registered to digital map have ap-
proximately the same distance. 

5. Experiments 

In this experiment, a full-view camera and a Pioneer 
GPS receiver, GPS-MIZZ, are mounted on a vehicle as 
show in Figure 1. The full-view image sensor consists of 
a pair of fisheye cameras which 185° field of view, re-

spectively. Two sample images captured by one of the 
pair of fisheye cameras are shown in Fig. 2. The red and 
blue points are the detected feature points for computing 
camera motion. The two estimated rotation angle se-
quences from the image sequences of the pair of fisheye 
cameras, respectively, are plotted in Fig. 3. 

Figure 2. Two neighboring sample images captured by one 
of the pair of fisheye cameras. 

rear camera front camera 
Figure 3.  The two estimated rotation angle sequences 
from the image sequences of the pair of fisheye cameras, 
respectively 

The correlation of the three angles, the pitch (x), yaw 
(y) and roll (z), is shown the Figure 4(a). A distinguished 
peak appears in the product of the correlation of the three 
angles, as shown in Fig. 4(b). The synchronization is 
determined at frame 32. 

The azimuth angle from the hybrid GPS data and the 
accumulated yaw angle of the rotation between full-view 
image frames are shown in Figure 5(a). The computed 
correlation between the both is shown in Fig. 5(a) where 
the synchronization is determined at frame 354. 

(a) (b) 
Figure 4. (a) The correlation of the three angles, roll ( x ), 
pitch ( y ) and yaw ( z ). (b) A distinguished peak appears 
in the product of the correlation of the three angles. 

(a) (b) 
Figure 5.  (a) The azimuth angle from the hybrid GPS data 
and the accumulated angle of the rotation between 
full-view image frames. (b) The computed correlation 
between the both. 

The re-sampling result of the full-view image stream 
is shown in Figure 6, where the red dots indicate the po-
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sition of the captured full-view image stream according 
to the hybrid GPS information and the blue dots indicate 
the position of the full-view image re-sampled in terms 
of the synchronized information. Since the velocity of 
the vehicle may change due to urban traffic situation the 
density of the red dots varies greatly along the route. By 
re-sampling uniformly the full-view image streams in 
terms of the displacement of the vehicle the full-view 
image is registered to the digital map with approximately 
equal distance between neighboring frames along routes. 

Figure 6.  The re-sampling result of the full-view image 
stream. The red dots indicate the position of the captured 
full-view image stream according to the hybrid GPS in-
formation and the blue dots indicate the position of the 
full-view image re-sampled in terms of the synchronized 
information. 

The effect of the synchronization of the pair of the fi-
sheye cameras of the full-view image sensor is shown in 
Figure 7(a) and (b). Figure 7(a) shows the result of a 
full-view image generated from the images captured by 
the pair of fisheye cameras without synchronization. The 
distinguished geometrical inconsistency can be observed 
along the boundary of the two hemispherical views. Fig-
ure 7(b) shows the result generated with synchronization. 
The geometrical inconsistency disappears. 

(a)                     (b) 
Figure 7. The effect of the synchronization of the pair of 
the fisheye cameras of the full-view image sensor for ge-
nerating a full-view image. 

Figure 8. A full-view image is displayed at the clicked 
position of the Google map. 

Finally, we also register the uniformly re-sampled 
full-view image in the Google map by using the open 
Google Map API and release in [14]. A sample image of 

the result is shown in Figure 8 where a full-view image 
is displayed at the clicked position of the Google map. 

6. Conclusions 

In this paper we propose a method of building 
full-view route map from the independently recorded 
information of the two fish-eye cameras and the hybrid 
GPS receiver in the circumstance of vehicle-mounted. 
There are mainly the following contributions. 
� In the conventional multiple camera synchroniza-

tion method it assumes that overlap views exist 
among these cameras. In this paper we synchronize 
a pair of fisheye camera by the motion consistency 
without the assumption of overlap views. 

� We also propose a method of synchronizing the 
full-view image and the hybrid GPS data so as to 
register the full-view image along routes with ap-
proximately equal distance between neighboring 
frames. 

The results of experiment show that the synchroniza-
tion was effectively solved. It simplified the process of 
full-view route map building. 

Smoothly playing full-view image sequence conti-
nuously on the map is a future work to do.  
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