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Abstract 

A method for detecting an abnormal object in video 
images is proposed. We define abnormal object as an 
object that does not appear in usual scenes. The detec-
tion system is trained with video images of usual scenes, 
and then detects abnormal objects in new input video 
images. The proposed method detects an abnormal ob-
ject by assuming an object as a set of local features and 
ignoring the positional relationship between local fea-
tures. SIFT algorithm is used for detecting and 
describing local features. The proposed method does not 
need segmentation of the region of an object and ex-
pected to be robust to occlusion and cluttered 
background. 

1 Introduction 

For realizing safe society, expectation on video moni-
toring technology using image recognition is high and 
such technology is considered to be useful in the field 
such as for accident prevention, crime prevention and 
healthcare. The purpose of our research is to develop a 
technology for detecting abnormal objects in a scene from 
images captured with a video camera. An application 
example of abnormal object detection is to detect the 
object in a road environment to which a driver should be 
careful or pay attention such as a pedestrian, a bicycle and 
unknown obstacles. 

Detection of abnormal object is not a typical classifi-
cation problem into pre-defined classes, because it is 
impossible to itemize all the abnormal objects beforehand 
explicitly and then training samples of the class of ab-
normal objects cannot be prepared. 

Several methods for detecting abnormal objects have 
been proposed. There are mainly two kinds of approaches. 
One approach is using saliency for detecting abnormal 
objects in a scene [1, 2]. The methods using saliency are a 
bottom-up approach for detecting abnormal objects 
without using prior knowledge on the objects. A problem 
of these methods based on saliency is that, in general, a 
salient object is not necessary an abnormal object and a 
non-salient objet is not necessary a usual object. 

Another approach for detecting abnormal objects is a 
top-down approach using knowledge on usual objects. In 
this approach, a detection system is trained with usual 
scenes beforehand and then detects the object, from an 
input image, that has not appeared in the training data as 
an abnormal object. Boiman et al. [3] proposed a method 
for detecting irregularities in images. They tried to com-
pose a new observed image region using chunks of data 
extracted from training data. Regions in the observed 
image which cannot be composed from the training data 

were regarded as unlikely and suspicious. An issue of this 
method is partial occlusion of the object. Sato et al. [4] 
proposed a method for detecting suspicious object based 
on appearance frequency of a segmented object region in 
an observed image. An issue of this method is an error on 
the segmentation stage results in an error of the detection. 

On the other hand, for general object recognition, an 
approach based on local feature vector [5,6,7] has been 
proposed. This approach does not based on segmentation 
of a region of an object. Local features have proved to be 
effective for matching and recognition tasks, as they are 
robust to occlusion and cluttered background. In [5], 
objects were recognized by a probabilistic approach in 
which objects were modeled as flexible constellations of 
parts. In [6], a visual categorization method was proposed 
based on a bag of keypoints approach based on local 
features. The main advantages of this method are its 
simplicity, its computational efficiency and its invariance 
to affine transformations, as well as occlusion, lighting 
and intra-class variations.  

This paper proposed a method for detecting an ab-
normal object in video images by a top-down approach 
based on local features. The proposed method detects an 
abnormal object by assuming an object as a set of local 
features and ignoring the positional relationship between 
local features on an image. The method does not need 
segmentation of the region of an object and expected to be 
robust to partial occlusion and cluttered background. In 
addition, the computational cost of the method is lower 
because the method does not refer the positional rela-
tionship or co-occurrence information of the local features. 
This paper presents the proposing method and then shows 
the performance of the method by an experiment using a 
dataset of road scene video images. 

2 Method 

2.1 Approach 
We define that the object to be detected, i.e. abnormal 

object, is an object that does not appear in usual scenes. 
In our approach, the detection system is trained with 
video images of usual scenes beforehand and then de-
tects an abnormal object that did not appeared in the 
training data from new input video images. The proposed 
method is based on the part-based approach based on the 
local feature as described in section 1. While various 
methods have been proposed as a method for detecting 
local feature points and describing the features, we em-
ploy SIFT (Scale-invariant feature transform) algorithm 
[7]. The reason why we use SIFT is that SIFT feature is 
invariant to the change in scale and rotation, and that is 
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Figure 1: Outline of the proposed method. 
 

strong for an illumination change, and its high perform-
ance is known from former researches. Note that, one 
may be able to use other method than SIFT for detecting 
local feature points and describing the features. The 
proposed method also uses information on absolute posi-
tion of feature points on an image, while the method 
avoids the use of information on relative position be-
tween feature points on an image since the computational 
cost is considered to be very high.  

Figure 1 shows an outline of the proposed method. 
The processing flow of the method is as follows. Feature 
points (keypoints) in the training images are detected by 
a SIFT algorithm and then the feature vectors are calcu-
lated for each feature point. In the same way, feature 
points in a new input image are detected and the feature 
vectors are calculated. Then, for each of the feature 
points in the input image, the similarity between the fea-
ture point in the input image and the feature points in the 
training images are calculated. After that, for each small 
region in the input image, whether the region includes 
abnormal object or not is determined based on the simi-
larities of the feature points in the small region. For the 
calculation of the similarity of the feature points between 
the input image and that in the training images, ANN 
(Approximate Nearest Neighbor) search algorithm [8] is 
used for searching a nearest feature vector to lower the 
calculation cost. The detail of the proposed method is 
described in 2.2 and 2.3. 

2.2 Feature vector 
The proposed method uses a 133-dimensional feature 

vector V for representing the feature of a feature point. 
As shown in the following equation, the feature vector V 
for a feature point is composed of the 128-dimensional 
SIFT descriptor (v1,v2, ... ,v128), the orientation �, the 
scale size s, and the absolute location (x, y) on the image. 

 
 

Where, c�, cs, cx and cy are weight coefficients for the 
orientation �, the scale size s and the location (x, y). 
These coefficients are the parameters that have to be 
determined experimentally depending on its application 
using a cross validation for instance. The reason why the 
scale information is included in the feature vector is to 
exclude the feature point whose size is extremely differ-
ent, and why the location is included is to use the 
information of the location of the object that usually ap-
pears. 
 
 

 
 
 
 
 
 
 
 
 
 

Figure 2: By scanning the input image with a small window, 
whether the region of the window contains a part of an abnormal 
object or not is judged. 

2.3 Detection 
By scanning an input image with a small window, as 

shown in Figure 2, whether the region of the window 
contains an abnormal object or not is judged as follows. 
If many feature vectors of the feature points in the region 
are differ from any feature vectors of the feature points 
in the training images, it is judged that the region con-
tains an abnormal object. While there are several options 
to evaluate the difference between a feature vector of a 
feature point in the input image and the feature vectors in 
the training images, we used the distance between the 
feature vector of the feature point in the input image and 
the nearest feature vector in the training images. One 
may be able to use mean distance between the feature 
vector in the input image and the nearest k feature vec-
tors in the training images to increase the robustness. As 
described before, ANN search algorithm is used to 
search the nearest feature vector in the training images 
for a feature vector of a feature point in the region in the 
input image in order to lower the computational cost. 

The proposed method calculates the degree qj the j-th 
window region aj contains an abnormal object by the 
following equation. 

 
 
 
  

where, di is Euclid distance or Mahalanobis distance 
between the feature vector of the i-th feature point in the 
region aj and its nearest feature vector in the training 
images. Also, mj is the number of the feature points in 
the region aj and n is the number of the pixels of the re-
gion. When the degree qj the region aj contains an 
abnormal object is more than a specific value, it is 
judged that the region is a part of an abnormal object. 

The meaning of calculating the degree the region in-
cludes an abnormal object by the equation (1) can be 
explained as follows. Now, we assume that the probabil-
ity pusual that a feature point is a part of a usual object is 
proportional to exponential of the distance di as the fol-
lowing equation. 

 
 

where, c is a coefficient. Taking logarithms of both side 
of the equation (2), 

 
 

The probability Pusual,j that a region aj is a part of a usual 
object is thought to be the product of the probabilities 
that each pixel is a part of a usual object. When the 
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probability pusual for a pixel that does not have a feature 
point is assumed to be proportional allotment of the 
probabilities of the feature points in the region, the loga-
rithmic probability lnPusual,j that the region aj is a part of 
a usual object becomes 

 
 
 
 
 
 
 

Substitution of equation (3) into equation (4) yields 
 
 

 
The degree qj the j-th region aj contains an abnormal 

object can be represented as adding a minus sign to the 
logarithmic probability that the region aj is a part of a 
usual object. Then, from (5), the degree qj the j-th region 
aj contains an abnormal object is represented as 

 
 
 
 

The proportion coefficient c in (5) can be assumed to be 
1 without loss of generality. Then the equation (1) is ob-
tained. 

3 Experiment 

3.1 Method 
Performance of the proposed method was evaluated 

by the following experiment. The dataset used for the 
evaluation was video images that were taken with a 
video camera installed in a car in a forward-looking 
manner. The dataset was composed of three sequences of 
video images each of which was taken on a road whose 
length was 0.8 km. One sequence of that included pedes-
trians and bicycles and other two sequences included no 
pedestrian nor bicycle. The latter two sequences were 
used for training and the former one sequence was used 
for test. The pedestrians and the bicycles, that did not 
appeared in the training data, were assumed to be ab-
normal objects in this experiment. The proposed method 
was trained and tested using these dataset and the detec-
tion performance of the abnormal objects was evaluated. 

 
 
 
 
 
 
 

(a) examples of the training data 
 
 
 
 
 
 

(b) examples of the test data 
Figure 3: Examples of the training data (a) and the test data (b). 

The resolution of the video images was 320 × 240 pix-
els, and the frame rate was 10 frames per second. Then, 
the number of the images of the training data was 1140 
frames and that of the test data was 228 frames. Also, the 
number of the frames, in the test data, that included a 
pedestrian or a bicycle was 42. Examples of the training 
data and the test data are shown in Figure 3(a) and (b), 
respectively. Note that, in (b), left side image includes an 
abnormal object, i.e. a bicycle, and right side image does 
not include any abnormal objects. 

In the experiment, the size of the window aj was 40 × 
40 pixels and the window was scanned by a step of 20 
pixels horizontally and vertically on an input image. The 
parameter � in ANN search algorithm was 5. Note that, 
those parameters were determined empirically. A pedes-
trian or a bicycle whose size is smaller than 20 × 20 
pixels were exclude from the evaluation, since it was 
apparently difficult to detect in such lower resolutions. 

3.2 Results 
Figure 4 shows an example of the test results. In this 

figure, (a) is a frame of the test images and (b) is the ob-
tained degree of abnormal object for the frame. In the 
figure (b), the bottom surface of the 3-D graph corre-
sponds to the two-dimensional plane of the test image, 
the vertical axis shows the degree qj that the pixel of the 
image is a part of an abnormal object. From this figure, it 
can be seen that the probability at the bicycle and the 
pedestrian is higher. Figure 5 shows another example of 
the test result in which a pedestrian was in a cluttered 
background. In the figure, (a) is a test image and (b) is 
the detection result with a decision threshold. In (b), the 
red region shows the detected abnormal object. From this 
figure, the robustness of the method to a cluttered back-
ground can be seen. 

Figure 6 shows ROC (Receiver Operating Character-
istic) curves of the proposed method when the decision 
threshold of the judgment was varied for several cases of 
the weight coefficients. In this figure, the detection rate 
is defined as the ratio of the number of frames in which 
an abnormal object is correctly detected to the number of 
frames that include abnormal objects. The false detection 
rate is defined as the ratio of the number of the frames in 
which a region is judged as abnormal while the region is 
not abnormal object to the number of the frames in 
which no abnormal object is included. Each curve in this 
figure shows the result for the case in which the weight 
coefficients in the feature vector V were (c�, cs, cx, cy). 

As shown in this figure, the proposed method detected 
86% of the abnormal objects (i.e., false negative rate was 
14%) when the false detection (false positive) rate was 
28%. 

 
 
 
 
 
 
 
 
 

(a) test image            (b) obtained result 
  Figure 4: An example of the test results: a test image (a) and 
the obtained distribution of the degree of abnormal object (b). 
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(a) test image           (b) detection result 
  Figure 5: A test result in which a pedestrian was in a clut-
tered background. In (b), the red region shows a detected 
abnormal object. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
  Figure 6: ROC curves of the proposed method. Each curve 
shows the evaluation result for the case in which the weight 
coefficients in the feature vector V were (c�, cs, cx, cy). 

 
 
 
 
 
 
 
 

(a) detection miss 
 
 
 
 
 
 
 

(b) false detection 
  Figure 7: Typical cases of detection miss (a) and false detec-
tion (b). For each case, left side image is test image and right 
side image shows the detection result. 
 
 

Figure 7 shows typical cases of detection miss and 
false detection. Detection misses were occurred mainly 
due to the blur of the image caused by a rapid motion of 
the object on the image plane. Detection misses were 

also occurred when the contrast of the object on the im-
age was low. A solution of the low-contrast problem is 
thought to be using color SIFT descriptors [9] as the 
feature point detection and description. A cause of false 
detections was that some objects that did not appear in 
the training data, except for pedestrians and bicycles, 
appeared in the test data. This problem is thought to be 
able to be solved by increasing the amount of training 
data.  

4 Summary 

A method for detecting an abnormal object in video 
images based on local features was proposed. The me-
thod detects an abnormal object by assuming an object as 
a set of local features and ignoring the positional rela-
tionship between the local features. The method does not 
need segmentation of an object and expected to be robust 
to partial occlusion and cluttered background. The per-
formance of the method was evaluated by an experiment 
and the effectiveness of the method was shown. 
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