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Abstract

In this paper we employ different methods for construct-
ing histograms from invariant features that are computed
locally around a set of salient points. These points repre-
sent, together with their neighborhood, the most important
visual information in an image. The features used for con-
structing the histograms are evaluations of Haar integrals
with nonlinear kernel functions. The resulting histograms
are able to preserve the local structure of the image in addi-
tion to the fact that they are invariant to Euclidean motion.
We study and compare the performance of the different his-
togram construction methods for a database that consists
of 15000 images.

1 Introduction

Invariant image features based on Haar integral were
introduced by Schulz-Mirbach in [6]. These features have
been used successfully in texture-classification [5], pollen-
recognition [4], and image retrieval. [10, 1]. For image re-
trieval, Siggelkow et al. [10] have used color and texture
histograms that are based on Euclidean-invariant integral
features. Unlike the ordinary histogram, the invariant inte-
gral features have the advantage of capturing the local struc-
ture held in the image. Experimental results have shown
that these features demonstrate a very good capability in re-
trieving images. However, the main disadvantage is that the
computation of the invariant features over the whole im-
age is time consuming. In order to reduce the computa-
tion complexity, Siggelkow and Schael [9] have estimated
the invariant features using the Monte-Carlo method. They
have computed the features for a set of randomly generated
points and directions.

Recently we have compared in [1] the work based on the
Monte-Carlo approximation of the invariant features with
the extraction of these features from areas of high rele-
vance in the image under consideration. These areas are im-
age patches that are centered around the so-called salient
points. We have used the salient point extraction algorithm
introduced in [2] in order to determine these patches. It was
found that the computation of invariant features around the
salient points enhances the performance of the retrieval sys-
tem and makes it more robust for cases like object scal-
ing and viewpoint changes. This previous work has con-
centrated on using a single kernel function to extract fea-
tures and build the histogram. However, there is a possibil-
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ity to use more than one kernel function to build up a fea-
ture space and use it for image retrieval.

In this paper, we study both cases (using a single or a set
of kernel functions) for the construction of the invariant-
feature histogram for the purpose of content-based image
retrieval. We concentrate on extracting the features around
the salient points only. We use the HSV color space as
it was found that it performs better than the RGB color
space [1]. In the case of using a set of kernels to extract fea-
ture vectors around the points, we distribute the resulting
vectors in several clusters and construct a histogram of the
cluster numbers rather than the feature vectors themselves.
This is done in order to overcome the high dimensional-
ity of the feature vectors (which makes histogram construc-
tion difficult). We consider both one-dimensional and two-
dimensional cluster-number histograms. The latter reflects
the spatial relationship between the pattern at each point
and the patterns of its neighboring points based on cluster
numbers assigned to these patterns.

The paper is organized as follows: In section 2 we ex-
plain the process of calculating the invariant features. A
brief description of the different ways used to construct the
histograms is given in section 3. A summary of the exper-
imental results is presented in section 4. Finally, a conclu-
sion is given in section 5.

2 Invariant features based on Integration

Following is a brief description of the calculation of the
rotation- and translation-invariant features. Details can be
found in [6].

The idea of constructing invariant features is to apply a
nonlinear kernel function f(I) to a gray-valued image, I,
and to integrate the result over all possible rotations and
translations ( Haar integral over the Euclidean motion); i.e.,

1 M N 2r
IF(I) = N /,:0 /0:0 /9:0 f(g(r,c,0)T)dOdcdr
(1)
where [F(I) is the invariant feature of the image, M, N
are the dimensions of the image, and g is an element in the
transformation group GG (which consists here of rotations
and translations).
Because of the discrete nature of the image, I'F' is ap-
proximated by choosing r and ¢ to be integers and by vary-
ing 6 in a discrete manner producing g samples:
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Figure 1: Building histograms from cluster numbers
4 Results

We conducted the tests on a database which consists of
15000 colored images. We use HSV color space rather than
the RGB space as it was found that the former gives bet-
ter results because it is perceptually more uniform [1]. The
salient point extraction algorithm is applied to the V Chan-
nel of the images to determine the image points to be used.
Both color and texture features are evaluated around these
points.

The features for all images are extracted offline and
saved with pointers to the images in a feature database. We
use a query-by-example (QBE) methodology. A query im-
age is submitted, its features are computed online and com-
pared with the features of all other images in the database.
To compare the histograms of the query image and the
database images, we have used the X2 measure, which gives
an indication of the difference (d) between two histograms:

(hq(i) — ha(i))?

ho@) +hat)) OO

XQ(hqa ha) =d = Z

Where h, and h are the histograms of the query image and
an image in the database respectively.

To increase the accuracy of the retrieval, one should in-
tegrate the results of both comparisons of texture and color
features. Let d, equal the difference between the query im-
age and a database image based on color, and d; equal to the
difference based on texture. The difference based on both
color and texture is given by:

dtotal :adc+6dt7 O‘+6: 1 (11)

where « and 3 are weights assigned to the color-based dif-
ference and texture-based difference respectively.
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Figure 2: Average precision-recall for the 30 queries

We have chosen a set of 30 representative images from
the database to serve as queries for our experiments.

Setting equal weights for color and texture
(a = 3 0.5), we have tested the performance of
the different histogram construction methods. For the case
of using a single kernel function, the relational kernel,
F (@ rel(I(3,0) — I(0,6)), with e = 0.098 in Equa-
tion 7 (image pixel values € [0,1]) and the monomial
kernel, f(I) = (1(3,0).1(0,6))%, were chosen to con-
struct the texture and color features respectively. All three
channels of the color space were taken into considera-
tion when calculating the features. Two 6 x 6 x 6 His-
tograms (color Histogram and texture Histogram) were
constructed.

Alternatively, two sets of 12 monomial kernels and
12 relational kernels were used to construct two 36-
dimensional feature vectors (color and texture respectively)
around each point. Based on the resulting feature vec-
tors, and after applying the k-means clustering algorithm,
two 256-bin and two 16 x 16-bin cluster-number his-
tograms were constructed.

Fig. 2 shows the average precision-recall of the 30
queries. It can be observed that the histogram with aver-
aging over rotation gives the worst performance, while
the one-dimensional cluster-number histogram gives
the best retrieval results. This behavior can be inter-
preted by the fact that the process of averaging over rota-
tion still causes loss of local details. Applying only one ker-
nel function ends up with relatively little image-structure
information retained. Therefore, applying a set of ker-
nel functions gives a better representation of the local
structure of the image which leads at the end to better re-
sults.

The above interpretation is further supported by the re-
sults obtained when the averaging process is eliminated,
which is also shown in Fig. 2. Getting rid of the averag-
ing over the angle of rotation leads to keeping more details
about the local evaluations which in turn causes the his-
togram to retain more information about the image struc-
ture. It can be seen from the figure that this leads to sig-
nificantly better results than with averaging although only
one kernel function is used. The performance of the his-



Bilinear interpolation is applied when the samples do not
fall onto the image grid.

The above equation suggests that invariant features are
computed by applying a nonlinear function, f, on the neigh-
borhood of each pixel in the image, then summing up all the
results to get a single value representing the invariant fea-
ture. Using several different functions finally builds up a
feature space.

Much of the local information is lost by summing up
the local results. This makes the discrimination capabil-
ity of the features weak. In order to preserve the local in-
formation, Siggelkow et al. [10] replaced the summation

(3=, >_.) by histogramming:
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It is also possible to replace all the summations by a his-
togram operation [8], i.e.,
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Invariant features can be either color or texture features,
depending on the chosen kernel function. Invariant color
features can be computed by applying the “monomial ker-
nels” which have the form:

P-1
f@) = < H I(fcpayp)>
p=0

In order to construct texture features, a “relational ker-
nel” function [5] is to be applied. This kernel has the form:

=

&)

J(@) =rel(I(x1,y1) — (w2, 12)) (6)
Where
1 ify < —e
rel(y) =4 52 if—e<y<e @)
0 ife<n

This kind of kernels was introduced in [5] and is based
on the Local Binary Pattern (LBP) texture features [3],
which map the relation between a center pixel and its neigh-
borhood pixels into a binary pattern. Equation 7 extends the
LBP operator to give values that fall in [0, 1].

3 Constructing Histograms from Local In-
variant features

The salient point extraction algorithm that we use
was introduced by Loupias and Sebe [2]. We have cho-
sen to use this detector as it has more information con-
tent and better repeatability compared with the well-known
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Harris detector [7]. We employ the following ways of his-
togram construction using invariant features extracted
around the salient points:

1. Single kernel function with averaging over rota-
tion: Applying one kernel function around the salient
point and then constructing a histogram using equa-
tion 3.

2. Single kernel function without averaging over ro-
tation: Applying one kernel function around the
salient point and then constructing a histogram us-
ing equation 4. Getting rid of the integration over
rotation keeps more local information which is ex-
pected to lead to better retrieval results.

3. Set of kernel functions with one-dimensional
cluster-number histogram: A problem of dimen-
sionality arises when using a set of kernel functions
to extract feature vectors from the points. Apply-
ing n kernel functions around each point for the three
channels of the color space and averaging over ro-
tation yields a feature vector of length 3n. Con-
structing a 3n-dimensional histogram, n > 1, is
difficult and becomes prohibitive for larger n val-
ues. In order to overcome this problem, we map the
feature vectors into scalars by distributing the fea-
ture vectors extracted from all points in all im-
ages of the database in set of k clusters and then
dealing with the clusters rather than with the fea-
ture vectors. The clusters are numbered 1, 2, ...k. For
each image, a k-bin histogram, h, of cluster num-
bers is constructed instead of a histogram of the fea-
ture vectors themselves (see Fig.1). If SP is the set
of salient points in an image and C'N (7) is the clus-
ter number assigned to the feature vector at point ¢,
then:

h(l)= > 6(CN(i)-1),

i€ESP

1=1,2---k (8)

4. Set of kernel functions with two-dimensional
cluster-number histogram: This method is meant
to show the local co-occurrence of feature vec-
tors by reflecting the spatial relationship between
cluster number assigned to the vector at each
point and cluster numbers assigned to the vec-
tors at its p-neighboring points. Essentially, for each
point we search for its p-closest points and deter-
mine to which clusters their vectors belong. Given
that NH (i) is the set of p-points in the neighbor-
hood of point ¢, the 2-dimensional cluster-number
histogram is given by:

h(l,m)= > > S(CN(i)—1,CN(j) —m),

i€SP jeNH(i)

ILm=1,2-k (9
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Figure 3: Results of a sample query

togram without averaging over rotation comes in the sec-
ond place after that of the one-dimensional cluster-number
histogram.

Surprisingly, the results of the two-dimensional cluster-
number histogram are not satisfactory. One possible expla-
nation is that this type of histograms is too restrictive in the
case of full-image query. A retrieval example for the differ-
ent methods is shown in Fig. 3.

5 Conclusion

In this paper we have compared the performance of dif-
ferent methods of histogram construction using invariant in-
tegral features computed around salient points. It was found
that histograms based on using a a single kernel with av-
eraging over rotation have comparatively the worst perfor-
mance because the averaging causes loss of important local
information. Getting rid of the averaging process or using
a set of kernel functions improves the performance signifi-
cantly. The problem of high dimensionality faced when us-
ing a set of kernel functions was solved by mapping the fea-
ture vectors into numbers through clustering of these vec-
tors and then considering the cluster numbers in the process
of histogram construction rather than the features them-
selves.
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