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Abstract 

A method is described for estimating the illuminant 
spectra of an omnidirectional light distribution from the 
images of a camera aiming at a mirrored ball. First, we 
introduce an imaging system using a spherical steel ball 
and a normal color CCD camera. The parameters includ- 
ing the optical axis and the focal length of the camera lens 
are estimated to determine the mapping between coordi- 
nates on the ball and light rays in the world. We create 
images to represent the omnidirectional light distribution in 
the world. Next, algorithms are presented for estimating 
the illuminant spectra from the image data. In experi- 
ments, the spectral radiance distributions are estimated in 
an outdoor scene including strong direct sunlight. Finally, 
a CG image is demonstrated using the estimated illuminant 
distribution. 

1 Introduction 

Knowing the scene illumination is very important for re- 
alistic image rendering and image understanding. Many 
illumination sources are present in natural scenes. The 
case of one source seldom happens. This paper discusses 
estimation of the illuminant spectra of an omnidirectional 
light distribution from camera data. 

Previous works related with omnidirectional measuring 
systems used a mirrored ball, a fisheye lens, and a mirror 
with a hyperbolic curve. Debevec [ l ]  developed a tech- 
nique for using a mirrored ball in CQ called a light probe, 
to acquire an omnidirectional image that records the illu- 
mination conditions at a particular point in space. Such 
images were used for composing objects into actual pho- 
tography of a scene. However he did not calibrate the 
camera system that is needed to precisely determine the 
illumination distribution [2]. The fisheye lens is mounted 
directly on a camera, but the viewing range is narrower 
than the ball. In using the mirror with a hyperbolic curve, 
viewing the sky is often neglected. In a previous work 
[3] we presented a method for measuring an omnidirec- 
tional light distribution with a simple camera calibration. 

However, all these works did not intend to estimate 
illuminant spectra, but only to estimate RGB illumination 
colors. Also the works had a certain inaccuracy in esti- 
mating the spatial illumination vectors. Note that 3D 
RGB data of light sources are not used for precise spec- 
tral-based image rendering. 

In this paper, we propose a method for estimating the 
illuminant spectra of an omnidirectional light distribution 

from the images of a camera aiming at a mirrored ball. 
Two essential points are (1) illuminant spectral estimation 
of an omnidirectional light distribution, and (2) illumina- 
tion directional estimation based on the perspective 
projection. 

First, we show the imaging system using a spherical 
steel ball and a normal color CCD camera. Several cam- 
era parameters are estimated to determine the mapping 
between coordinates on the ball and light rays in the world. 
We create images to represent the omnidirectional light 
distribution. Next, algorithms are presented for estimating 
the illuminant spectra from the image data. In experi- 
ments, the spectral radiance distributions are estimated in 
an outdoor scene. The accuracy of the spectral estima- 
tion is discussed. Finally, a CG image is created using 
the estimated omnidirectional illuminants. 

2 Measuring system 

A Canon RGB digital camera EOS D30 is used for esti- 
mating illuminant spectra. Each channel is represented in 
12 bits, and an image is sampled in 2 160x1440 pixels. 

First we examined the linearity of the camera response. 
Uniform color patches were measured with both the cam- 
era and a radiometer. It had a good linearity. Next we 
measured the camera sensitivities by using a mono- 
chrometer. Figure 1 shows the spectral sensitivity bctions. 
Note that the spectral bands are much broader than those of 
a multi-channel camera with more than three sensors. 
Therefore, the RGB camera acquires spectral information 
less accurately than the multi-band camera. On the other 
hand, the RGB camera is quite easy to measure outdoor 
scenes. 

Figure 2 shows the geometric model for the measuring 
system using a mirrored ball. A camera aims at a spherical 
mirror, placed at any location in a natural environment. 
The camera photographs the spherical mirror to obtain an 
omnidirectional radiance map around the location. In the 
figure N is the surface normal, L is the light directional 
vector, and V is the viewing vector. Moreover, Vr is V 
mirrored about N. We assume that the ray beams fiom a 
light source are parallel. So the mirrored vector Vr is the 
same directional vector as the light vector L fiom the 
spherical center. 
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Figure 1. Spectral sensitivity functions of the camera. 

Figure 2. Geometric model of the observation. 

3 Estimation of light-directional vectors 

The illumination direction is estimated from an image 
projected on the mirrored ball. This computation requires 
such camera parameters as the focal length and the princi- 
pal point. In a previous paper [3] we described a camera 
calibration method for measuring these parameters. Let 
( a,., a, ) and (xo, yo) be the focal length of the lens and the 
optical axis on the image plane. 

From Figure 2, the light directional vector is described 
as 

L = V ,  =V-2(N.V) 'N .  (1) 
In the above equation, the viewing vector V and the surface 
normal N are unknown, which are calculated using the 
spatial coordinates of the mirrored ball and the coordinates 
of the viewing direction on the image plane. Let (x, y) be 
the coordinates on the image plane. 

First, V is calculated by . 

Second, we calculated the surface normal N at (x, y). 
For this computation, we determine the spatial coordinate 
vector M of the ball center. Figure 3 shows the geometry 
for calculating the spatial position of the ball, where unit 
vectors C and B indicate a pointing vector from the camera 

determined as M = dC. The intersection of V and the 
ball is judged by using an index 

If t 2 0 , V intersects the ball. The distance from the 
viewpoint to the intersection point is calculated as 

Finally the normal vector N can be calculated as 

The Omnidirectional light-directional vectors are calcu- 
lated by repeating the above procedure for all pixels of the 
ball image 

l / i m a e  screen 
Figure 3. Calculation of the spatial position of the ball 

4 Creation of Omnidirectional image 

4.1 Polar coordinate representation 
In order to represent the spatial distribution of ambient 

lighting, we create an omnidirectional image in a polar 
coordinate system. A set of the light vectors L points in 
all directions from the spherical center. Therefore, as- 
suming a camera at the spherical center, we can produce an 
omnidirectional image observed at the center point. Let 
(x,, y,, z,) be the rectangular coordinates on the spherical 
ball the axis z, of which is coincident with the optical axis 
Z as shown in Figure 4. The light vector is expressed in 
the polar coordinates ( B ,  8 by transformation 

8 = tan-' ( ys /dx: + z: ) , q5 = tan-' (x, /z, ) (6) 

Calculation of the radiance values looking in all directions 
of (B, 8 provides the omnidirectional image mapped on a 
sphere. 

center to the ball center and to the point at the ball 
I 

edge, respectively. Let be an angle between C and B. Figure 4. Polar coordinate system. 
Moreover let d and r be the distance from the viewpoint to 
the ball center and the radius of the ball. Then d is calcu- 4.2 Image composition 
lated as d = r lsin(6) . Hence the coordinate M is We should note that the resolution of an image projected 



onto the mirrored ball. That is, the central part of the im- 
age corresponding to the spherical center is sampled finely, 
but the outer part corresponding to the edge is sampled 
roughly. In order to eliminate low resolution in the omni- 
directional image, in this study, we acquired three images 
by observing the ball from three different positions with 
the rotational angle of 120-degree as shown in Figure 6. 

Each of the observed images of the ball is transformed 
into the omnidirectional image in the polar coordinates. 
Next, the central part in the range [-60 I q4 5 601 is cut out 
fiom each of the three images. These cutout parts are then 
combined into one image as shown in Figure 5. 

Polar coordinates Polar coordinates Polar coordinates 
image 1 image 2 image 3 

Figure 5. Composition of three images. 

5 Estimation of  illuminant spectra 

5.1 Illurninant recovery from RGB camera data 
A finite-dimensional linear model is used for describing 

the spectral function of illuminants. This model is effec- 
tive in the sense that the number of unknown parameters in 
the spectral functions estimation can be reduced signifi- 
cantly. As a result, the linear model with a small number 
of parameters makes it possible to recover the spectral 
functions fiom camera data. We assume that the illumi- 
nant spectrum E(A) can be expressed as a linear 
combination of three basis functions as 

where { E, (A) , i=l, 2, 3) is a statistically determined set of 
basis functions for the illuminant, and { E, ) is a set of 
scalar weights. 

The camera output at spatial location x is described as 

where S(x, A) the surface-spectral reflectance of the mir- 
rored ball, and { r(A) , g(A) , b(A) ) are the spectral 
sensitivity functions of the camera. The surface-spectral 
reflectance was determined by the Fresnel reflectance for 
the polished metal as 

where 6, is the angle of incidence, k(A) is the absorption 
coefficient, n(A) is the index of refraction. 

The illuminant weight vector can be solved in the form 

where p(x) is the camera output vector define by 
p(x) = [R(x), G(x), ~ ( x ) ] '  and A,(x, are a 3x3 matrix with 
the element [ j ~ , ( R ) ~ ( d ) r ( l ) d l  ... 1. Finally, the esti- 
mated curve of the illuminant E(A) is obtained by 
substituting the estimate of & into Eq.(7). 

5.2 Reflectance of the mirrored ball 
We used the mirror ball, which was made from stainless 

steel (SUS304). The SUS304 steel is an alloy of iron(74%), 
chrome(l8%), and nickel (8%). Generally, the reflectance 
of a segregation alloy is described as a weighted mean of 
the contained materials. Consequently, the spectral reflec- 
tance S(x, A) can be described as a function of the incident 
angle of illumination as follows: 

S(x, A) = 0.74. F(nFe (A), kFe (A),Oi) 

where 8. is the incident angle, that is calculated from 
Oi = cos-' (N . L) . The optical constants nFe (A) , kF, (A) 
nc, (A) , kc, (A), nNi (A) , kNi (A) are the reflective indi- 
ces and absorption coefficients for iron, chrome, nickel, 
respectively. 

6 Image rendering 

The omnidirectional spectral radiance distribution esti- 
mated in the above can be used as a light source for precise 
image rendering in natural scenes. Use of the illuminant 
spectral distributions for image rendering has the advan- 
tage that the physical interaction between light ray and 
object surfaces are accurately calculated, and the human 
color perception to natural scenes is realized as color im- 
ages. 

A realistic image of virtual objects existing in the real 
lighting environment is rendered using the ray tracing al- 
gorithm. We use the Torrance-Sparrow model for 
describing spectral reflection on any object surface. The 
spectral radiance Y(A) is then represented as 

+p '(mirrored reflection term) 

(12) 
where the first term in the right hand side is diffuse and 
specular components, and the second term is a perfect 
mirror component. The constants a ,  P and P' are the 
weights of the respective components. Moreovere is the 
incident angle, 8, is the viewing angle, q, is the angle 
between global surface normal and micro-facet normal, and 
%: is the angle of incidence to a micro-facet. The specular 
reflection component consists of several terms, D: func- 
tion providing the index of surface roughness defined as 
exp{-ln(2)p2 l y 2 ) ,  where the y is constant, G : geometri- 
cal attenuation factor, and F: Fresnel spectral reflectance of 
the material consisting of an object surface. 



7 Experimental results - 1  
We estimated illuminant spectra of an omnidirectional 

light source in the open air. Figure 6 shows the steel ball, 
which was placed on the roof of our building under a clear 
sky. The scene includes strong specular high light by di- 
rect reflection of sunlight. Figure 7 shows synthesized 
omnidirectional image. Figures 8 shows the estimation 
results of illuminant spectra for direct sun. In the figures 
the dashed curves show the direct measurements by using a 
spectro-radiometer. The comparison between the esti- 
mates and measurements suggests the reliability of the 
proposed method. It should be noted that a normal color 
camera is available for estimating the spectral curves of the 
entire light sources in the sky. Figure 9 shows the chro- 
maticity distribution of the light sources on the CIE-xy 
chromaticity diagram. 

Finally, Figure 10 demonstrates an image rendered under 
the estimated omnidirectional illumination distribution. 
The four metallic objects with different materials of gold, 
silver, and copper are virtual objects in the scene. These 
objects are illuminated with the real ambient light sources. 
The ray-tracing image rendering was done based on spec- 
tral computation over the visible range of 400-700 nm in 5 
nrn increments. Note that the realistic appearance of the 
object materials is created by the present technique for pre- 
cise spectral estimation and rendering. 

Figure 6. Steel ball in an outdoors scene. 
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Figure 7. Synthesized omnidirectional image. 
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Figure 9. Distribution of light source on the CIE-xy chro- 
maticity diagram. 

Figure 10. Image rendered under the estimated omnidirec- 
tional illumination distribution. 

8 Conclusions 

We have described a method for estimating the illumi- 
nant spectra of an omnidirectional light distribution from 
the images of a camera aiming at a mirrored ball. Our im- 
aging system used a spherical steel ball and a normal color 
CCD camera. The camera parameters were estimated for 
determining the mapping b&een any coordinates on the 
specular surface and light rays in the world. An image in 
polar coordinates was created for representing the 
omnidirectional light distribution. We presented for 
estimating the illuminant spectra from the image data. 
The estimated omnidirectional spectral distribution was 
used as a light source for image rendering in natural scenes. 
Finally the feasibility of the proposed method was shown 
in an experiment. 
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Figure 8. Estimated illuminant spectra for direct sun 




