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Abstract 

In this paper, we propose a new region extraction 
method with chromakey using a two-tone striped back- 
ground. The conventional chromakey uses the unicol- 
ored blue background, and has a problem that one's 
clothes are regarded as the background if their colors 
are same. Therefore, we utilize the adjacency condition 
between two-tone striped areas on the background, and 
extract the foreground regions whose colors we  same 
with the background. The validity of proposed method 
is shown through experiments. 

1 Introduction 

The composition of images[l] has significant conse- 
quences to creative designs such a5 cinema films, mag- 
azine covers, promotion videos, and so on. This tech- 
nique can combine actors or actresses in a studio and 
scenery that is taken in another place. The foreground 
must be segmented from the background when com- 
positing images, and there are a lot of studies about 
image segmentation[2, 31. The snake[4] is a popular 
technique based on the edge detection. However, the 
automatic methods for the arbitrary background have 
not been developed to  a practical level. Additionally, 
robust methods are needed especially for a live program 
on TV[5, 61. 

Therefore, an image composition method called 
chromakey in which human objects are segmented from 
a uniform color background and superimposed with 
another background has been proposed. The con- 
ventional chromakey technique uses background whose 
color is blue or green, and extracts the region in im- 
ages whose colors are not same with the background. 
Although this can be successfully used, several prob- 
lems associated with this method still need a solution. 
Shimoda et al. deal with the camera motion that 
the background image alters accordingly as the fore- 
ground image is altered by panning, tilting, zooming 
and focusing operations of the camera[7]. Mitsunaga et 
al. propose the human assisted segmentation method 
for an arbitrary background that leaves little work to  
operators 81. Debevec et al. consider the lighting con- 
dition an 6 achieve realistic composites between a fore- 
ground actor and a background environment with a 
large s here of inward-pointing light focused on the 
actor[~f  One of the most critical and unsolved prob- 
lems is that if one's clothes and the background have 
the same color, the former is regarded as the latter 
(Figure l (a)) .  Smith and Blinn propose the blue screen 
matting method that allows the fore ound object to 
be shot against two backing coiors[l$f However, this 
multi-background technique cannot be used for live ac- 
tors or moving object because of the requirement for 
repeatability. 
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(a) (b) 
Figure 1: Region extraction with chromakey. (a) Uni- 
color background. (b) Striped background. 

In this paper, we propose a new method that makes 
it possible to  segment objects from a background pre- 
cisely even if objects have the same color as the back- 
ground, by using two-tone striped background (Fig- 
ure l(b)).  Our method does not need two shots, and 
threshold values for a color extraction can also be ad- 
justed automatically to  improve the robustness against 
the change of the lighting conditions. 

2 Region Extraction 

The foreground cannot be extracted by only using 
the color segmentation approach when the colors of 
foreground objects are same with those of the striped 
background. Therefore, the boundaries where the color 
of the striped background changes are utilized for de- 
tecting the foreground region whose color is same a? 
the background. 

The procedure of our method corisists of 4 steps: 1) 
background color extraction, 2) striped region extrac- 
tion, 3) foreground extraction, and 4) image composi- 
tion. 

2.1 Background Color Extraction 

After obtaining an image with the two-tone striped 
background, a median filter is used for noise removal. 
The difficulty of setting threshold values for back- 
grounds' colors can be reduced to remove noises in the 
background. 

Candidate regions of the background are extracted 
by using a color space approach. Let C1 and Cz be the 
colors of the two-tone background in acquired images 
from the camera, and R1 and Rz be the re ion whose 
color is Cl and C2, respectively. Ri (i = 1,27 is defined 
as: 

where F ( x ,  y) is the color of an image at a pixel (x, y). 
It  occurs frequently that the color of the background 

is similar to that of the foreground object, though they 
can be divided in the RGB color space. For example, 
the color of the blue background is very similar to that 
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Figure 2: RGB color space 

of blue denim pants or jackets that a number of people 
usually wear. Therefore, to  set Ci systematically, we 
define CfTi (i = 1,2) explicitly as the foreground color 
that is similar to that of the background. Accordingly, 
C, is expressed as follows: 

where Cb,i (i = 1,2) is the color of the background. 
The human operator can decide the threshold values 
easily to configure both Cb,; and Cfti. 

Cb,i and CfVi (i = 1,2) are extracted by thresholding 
process in the RGB color space, respectively. These 
colors are expressed as the region surrounded by the 
planes in the RGB color space (Figure 2). 

where Pi,j = {(r,g, b)laij 5 b ; j r  +ci,jg +d; b 5 e,,j), 
Qi,j = {(r,g,b)Ipi,j 5 qi,jr+r;,jg+siIjb 5 and mi 
and n; (i = 1,2) are the total numbers of the planes, 
res~ectivelv. 

b,,j, ~ , , j ,  di ., qi,j, ri,j, si,j are decided by the human 
operator in advance by using the images in which only 
the striped background exists. a, ., e;,j, pi, ., ti . can be 
adjusted the lighting condition. Ifowever, the cXange of 
the lighting condition cannot be detected exactly from 
the image. Therefore, the average brightness of two 
regions in the background is utilized. From the result 
of the rough grouping of C1 and C2 in the HSI color 
space, the average values of (r,g, b) in R1 and R2 can 
be calculated respectively except in the middle area 
of the image where the probability that the foreground 
objects exist is very high. To compare the initial values 
of (r,g, b) with the present values, ai,j, ei,j, p i j ,  tif 
changes adequately. 

From these procedure, R1 and R2 are extracted, re- 
spectively (Figure 3(a) (b)). 

2.2 Striped Region Extraction 

The background mainly consists of the three regions: 
R1, R2, and R3 which is the intermediate region be- 
tween R1 and R2 (Figure 3(b)). It is difficult to  extract 
R3 by a color space approach because the color of R3 
may be a composite of C1 and C2 and not either C1 or 
Cz. Let C3 be the color defined as follows: 

(4 (e) (f) 
Figure 3: Region extraction. (a) Original image. (b) 
Region segmentation without using the information of 
the striped area. (c) Foreground extraction without 
using the information of the striped area. (d) Region 
segmentation by using the information of the striped 
area. (e) Foreground extraction by using the informa- 
tion of the striped area. (f) Image composition. 
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Figure 4: Detection of R3 region 

C3 is the color of RQ or that of the foreground. The 
difference between R3 and the foreground is that R3 
contacts with both R1 and R2 according to the follow- 
ing rule. In the case of horizontal stripe, the color of the 
upper and lower region of Rg differs from each other. 
Therefore, R3 is extracted from adjacency conditions 
expressed as follows: 

where I is the total number of the pixel whose color is 
C3 in the vertical direction (Figure 4). The size of 1 
mainly depends on the resolution of the image. 

Consequently, the background region of the image 
Rbg is obtained. 

After searching R3, the foreground region Rs is de- 
termined as follows: 



In the foreground region R4,  there exist the areas 
whose colors are not C1 nor C2, but are actually the 

R2 I R4,, R22 background region. This is because the setting of the 
background colors Ci (i = 1,2) cannot be executed !'2 

impeccably and the image noise unavoidably exists. 
These areas are isolated points or isolated areas whose hj 
size is very small in most cases. Therefore, isolated ar- 
eas whose size are under s,,, pixels in R4 are removed R3Ei Ri j 

and regarded as the background. 
In this procedure, all regions whose colors are same (a) (3) 

as the background are extracted as the background. Figure 5: Conjunct region. (a) Ri,j. (b) d(RiYj) and 
An example of extraction error is shown in Figure 3(c). adj(Ri,j). 
They must be corrected in the next step. 

2.3 Foreground Extraction 

The boundary between the foreground and the back- 
ground is detected to  recheck the foreground region 
whose color is same as the background, and the back- 
ground region whose color is same as the foreground. 
Let R5 be the region whose color is same as the back- 
ground and is inside the foreground, and R6 be on the 
surface of the foreground (Figure 3(d)). To detect R5 
and &, the adjacency conditions with Rs are utilized. 

The difference between R1 2 and R5 is whether it 
contacts with Rg or not, whiie the color of R1,2 and 
R5 is same. This is because there exists no two-tone 
striped region whose colors are same as the background 
inside the foreground objects. Therefore, the regions 
that do not contact with Rg among R1 and R2 can be 
judged as R5. 

The distinction is executed at each pixel in the case 
of R1, R2, R3, and R4. However, R5 is searched a t  each 
coniunct repjon (Finure 5(a)). Here, let Ri.i be a subset 
of ~ i .  d(R,:,) a i d  a d j ( ~ i , ~ j ' d e n o t e  the b&ndary (the 
edge pixel) of Ri, and the adjacent region of Ri ,j which 
is a neighbor pixel of d(Ri.i) outside Ria,, respectively 
(Figure-5(b)); Then, R; is-defined as fdlows: 

To determine R6 region, endpoints of R3 are uti- 
lized. R3 regions become horizontal lines if the stripes 
and the scanlines of the camera are perfectly horizon- 
tal. However, this does not always occur. Therefore, 
the approximate line of each R3,j region is calculated 
(Figure 6(a)). After that, the endpoints of the approx- 
imate lines are detected (Figure 6(b)). The neighbor 
areas of the endpoints that are adjacent to  & have 
same color as C1 or Cg, although the foreground next 
to the endpoints has different color from C1 or C2. Af- 
ter judging the endpoints next to  R1 or R2, these points 
are connected smoothly with interpolation lines (Fig- 
ure 6(b)). To detect the boundary of Rs, each pixel 
which is on the interpolation line is regarded as R4 
(Figure 6(c)). As the result of these procedure, the re- 
gion that is surrounded by the interpolation lines and 
R4 becomes the same region as R5 which do not con- 
tact with Rg. Therefore, & can be obtained by the 
same way of detecting R5 (Figure 6(c)). 

After that, the image is divided into 6 regions (Fig- 
ure 3(d ) and the extraction procedure finishes. Ac- I cording y, the foreground region of the image Rfg is 
obtained as follows (Figure 3(e)): 
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Figure 6: Detection of R6 region 

2.4 Image Composition 

The extracted foreground and another background 
are combined. The process that smoothes the color 
of the foreground's boundary against the new back- 
ground is carried out to create natural images. The 
human operator decide the position and the size of the 
foreground objects in compliance with the new back- 
ground that the relationship between objects do not 
become unnatural (Figure 3(f)). 

3 Experiments 

In our experiment, horizontal stripes were adopted 
to extract the boundary precisely because human ob- 
ject is vertically long. The colors of the background 
are set blue and yellow from the trial and error results 
that red is similar with the color of brown hairs, and so 
on. The background is made of blue and yellow paper 
that are commonly sold in the stationery. The width of 
the stripe is set as 35mm to interpolate the boundary 
of R, region precisely. 

When the resolution of the image is 640 x 480 pixel, 
the size of the mask of a median filter for noise removal 
is set as 3 x 3. 1 (the length of R3 region) is set as 3, 



and s,,, (the threshold value for isolated point re- 
moval) is set as 4. The value b; ,j, c i j  , di,,, qi, . , ri,j, 
s,,j are set as 0 or f 1. At first, the initial vafues of 
ai,, and pi,j are set as 0, and ei,j and t;,j as 255. The 
human operator changes each value for investigating 
the color of the striped background. The values that 
do not change drastically when the lighting condition 
changes are set as the constant value. The values that 
change drastically when the lighting condition changes 
are set as the function of the average (r, g, b) value of 
the background in the image. 

An example of the experimental result is shown in 
Figure 7. In this figure, a sheet of blue paper that 
is same paper a! the background is rolled around the 
left arm of the foreground person and a sheet of yel- 
low paper is put on his shirt (Figure 7(a)). The result 
of the background color extraction and the detection 
of the endpoints of Rg are shown in Figure 7(b) and 
(c), respectively. The extracted foreground is shown 
in Figure 7(d). This result shows that the foreground 
regions whose colors are same with the background are 
extracted without fail. The result of the image com- 
position of the extracted foreground and another back- 
ground is shown in Figure 7(f). 

This method has been verified with over a hun- 
dred of people whose clothes are different in an in- 
door environment where the lighting condition changes 
as time goes on. Although extraction error occurred 
infrequently because some threshold values were not 
adjusted for the lighting condition, our method could 
work successfully with large proportion of cases. From 
experimental results, the effectiveness of our proposed 
method has been verified. 

4 Conclusions 

In this paper, we propose a new region extraction 
method with chromakey using two-tone striped back- 
grounds. We utilize the adjacency condition between 
two-tone striped areas on the background, and extract 
the foreground regions whose colors are same with the 
background. Experimental results show that the fore- 
ground region is constantly extracted from the back- 
ground despite of the colors of the foreground objects. 

As the future work, the thresholding process of the 
background colors must be executed more precisely to 
adopt the approach based both on the pixel-based seg- 
mentation and on the area based segmentation. The 
width of the stripe can be used for estimating the sizes 
of the foreground objects to improve the quality of the 
composed images. 
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