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Abstract 

Gesture interfaces are gaining relevance for 
human-machine communication, since it is expected 
that they make interaction more intuitive. Particu- 
larly vision based approaches are widely preferred. 
This paper describes a novel vision based real-time 
gesture recognition system, designed for operating in 
an automotive environment. It is used within an ap- 
plication for retrieving traffic news and e-mails from 
a message storage. Image processing and pattern 
matching techniques, specially adapted to the com- 
plex environmental conditions, represent the sys- 
tems basics. 

more comfortable natural input. Hence we prototyp- 
ically developed a vision based real-time recognition 
system, to operate a message storage by gestures in 
an automotive environment. The demonstrator ex- 
ists as a laboratory setup and as a mobile version in 
an experimental vehicle. 

The next section describes the technical require- 
ments and some preliminary considerations. After- 
wards, the image acquisition and processing schemes 
are presented. Then the functionality of the chosen 
application is explained, before the last section gives 
a final discussion and outlook. 

2 Requirements and Setup 

1 Introduction The general conditions inside an automobile com- 
prise intense variations of illumination, changing 

vision based gesture recognition is a popular re- users and non-uniform backgrounds. Besides this, 

search issue. Recently Pavlovic et al. [8] composed the User acceptance is an important item, why mea- 

a survey of this topic. The most widespread ap SUreS like visible illumination, clothing restrictions 

plication is sign language recognition [31[111[51, but or extensive calibration requirements can not be tol- 

it hasn't reached the stage of practical applicabil- erated. Accordingly we defined the following criteria 

ity yet. Restrictions regarding user, environment as a prerequisite for the given purpose: 

and vocabulary are still too strong. Also gesture 
control is used with technical applications, like in 
human-robot interaction [12], for augmented desk 
interfaces [9][13] or crane control [7]. Although the 
common motivation of such work is to yield more 
natural and intuitive and thereby more efficient in- 
terfaces, the actual usefulness in practice is not al- 
ways obvious. Thus it is not surprising that only 
a few commercial products exist, e.g. the Siemens 
Virtual Touchscreen (SiVit [lo]). It represents an 
"info kiosk", where the user can reference a spot on 
a projection space by pointing gestures. 

Until now gesture control has not been utilised in 
automobiles, even though it hypothetically provides 
a set of advantages: reduced visual and mental dis- 
traction compared to  conventional interfaces, an a t  
least partial saving of mechanical input devices and 
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robustness against environmental noise 

invisible illumination 

user independence 

no calibration or training by user 

small and comprehensible set of gestures 

system reaction with minimal latency 

Our demonstrator is designed for the recognition 
of one-hand gestures, since the other must be on the 
steering wheel. The gesturing area is above the gear 
shift stick, where a single camera is placed above 
to record it. This choice was made for two reasons: 
first, the arm can lie comfortably on the arm rest, 
and second, this area is not observable for other road 
users, which is necessary to avoid misunderstandings 
in public traffic. Figure 1 shows the setup and an 
image of the camera view. 

The camera view in figure 1 represents the typical 
situation of one hand addressing a gesture command 



not needed in our application. The lighting module 
as well as the camera are integrated in the car's roof 
and allow to seize a recording area of approximately 
60 cm x 50 cm. Images are digitised by a framegrab- 
ber hosted on a standard personal computer. 

4 The Processing Scheme 

Considering all above mentioned requirements we 
Figure 1: demonstrator setup and camera view developed the processing scheme drafted in figure 3. 

Intermediary processing results are visualised there, 

to  the system. For use in practice some special cases 
must be considered in advance, too. The most fre- 
quently expected ones are gathered in figure 2. E.g. 
figure 2a shows a resting hand and a part of the 
driver's leg, which intrudes into the scene. In (b) 
there is no hand a t  all. In both cases the system 
may not interpret a command, since it is obviously 
not the drivers intention to do so. Multiple hands 
acting simultaneously in the gesturing area can oc- 
cur e.g. if the co-driver reaches into the gesturing 
area unintentionally (c) or performs gestures to take 
command of the system (d). Hence it is necessary 
to apply some relevancy ranking in order to resolve 
ambiguities, which requires the extraction of motion 
information. 

Figure 2: special cases in gesturing area 

3 Image Acquisition 

The detection of the hand pose from a camera 
recorded image sequence requires sufficient contrast 
between the hand and the background. Usually, a 
constant level of illumination is not given under driv- 
ing conditions. Lightness depends on daytime and 
weather conditions. So there is a basic necessity for 
an auxiliary lighting source, which must not influ- 
ence the inmates or hinder the driver from conduct- 
ing the car. For this reasons we chose an LED-array 
emitting near-infrared light (NIR) of 950 nm wave- 
length. This light is not visible for the human eye 
but can be detected with a slightly modified CCD- 
camera. Unfortunately, this choice eliminates any 
colour information and permits only to measure in- 
tensities, which is done with a resolution of 8 bit. An 
automatic lens aperture provides a smooth intensity 
level, despite to fluctuation that occur in practice. 
Additionally, a daylight filter is placed in front of 
the lens to filter out the visible spectrum, which is 

too. At the -beginning, each image is segmented 
using simple thresholding with a global threshold. 
The processing speed of this procedure can not be 
matched by any other kind of segmentation. Then 
the boundaries of all connected regions are tracked 
and labelled with primary features like size, scope, 
centroid and Hu-moments [4]. 

Within an image sequence of predefined duration 
corresponding regions are matched between subse- 
quent images (we will call those regions "objects" 
henceforth). This is done by tracking the centroids 
as described in [2] and by assuming that small re- 
gions represent negligible noise. Mean values of mo- 
tion features, like speed or acceleration, are com- 
puted over the sequence and spatiotemporal scope 
properties are logged. This allows to assign the ob- 
jects to different dynamic classes. 

To reduce the calculation outlay of the following 
processing steps, some objects are eliminated by a 
preselection method, which is based on fuzzy scor- 
ing of the observed features. The fuzzy sets have 
been developed by analysing typical ranges of fea- 
tures for the hands of several test persons. The fuzzy 
inference labels some objects with the attribute "is 
unlikely to be a hand" and disregards them. 

The remaining objects represent possible candi- 
dates for being a hand., Since a hand is always lo- 
cated at  the end of the users arm, which is irrel- 
evant and disturbs the recognition, it needs to be 
isolated from it. Therefore we apply an iterative 
algorithm for filtering the arm out of a 2D projec- 
tion of a hand-arm constellation. This procedure 
has been described in [I]. As a result the user is free 
to wear clothing with short or long sleeves and to 
hold his hand at  any position in the gesturing area. 

After the arm filtering a vector of rotation, trans- 
lation and scale independent features is composed 
and passed to the following classification step. The 
winner of the classification gets a bonus score, if 
it can positively be assigned to a known reference. 
This bonus score serves as a bias for the next pre- 
selection cycle and prevents the focus of attention 
from frequent swapping between objects when the 
situation is ambiguous. 

The classifier itself uses maximum likelihood de- 
cision. In a training phase several feature vectors 



Figure 3: proces2 

of each reference gesture are presented to the clas- 
sifier. This allows to estimate a probability distri- 
bution function for each dimension (which is a fea- 
ture). Generally all inter-feature dependencies have 
to be regarded and modelled by a multivariate distri- 
bution function. Under the assumption of stochas- 
tically independent features the distribution func- 
tions may be modelled as univariate. The recog- 
nition phase returns a probability, which describes 
the similarity between the currently observed object 
and a known reference. The object with the highest 
overall probability is the winner of this procedure. 

To avoid false classification the winning objects 
probability must exceed a pre-defined threshold. Be- 
sides, if the object shows too little motion, then the 
classification result is verified by a second classifier, 
which is based on boundary shape correlation. This 
measure makes recognition harder for objects with 
low motion and is motivated by the statement of 
Kittler et al. [6], who argue it is very unlikely to 
have two different classifiers to yield the same error 
a t  the same time. Finally, the overall result of the 
classification triggers the corresponding functional- 
ity of the application, provided that it is stable for 
a minimum number of frames. 

At present, the processing rate equals the PAL- 
framerate of 25 fps, when a resolution of 192 x 144 
pixels and a Pentium-I1 333 MHz machine are used. 
Tests with a reference set of 20 gestures yield a recog- 
nition rate of 90'3 %. Even 98,l % are reached with 
the set of 6 gestures, that is utilised in the applica- 
tion (see figure 4). Although the correlation classi- 
fiers performance is not as accurate as the maximum 
likelihood method, the combination of both showed 
to be reasonable, since error rates below 1 % are 
obtained for both gesture sets. 

5 The Application 

The number of information systems in automo- 
biles is permanently increasing. Examples for this 
are traffic message memories in car radios that al- 
low the driver to receive the messages on demand 
and other kinds of telematic systems. Gesture con- 
trol is a new possibility to  operate them. 

Our application is a gesture controlled storage for 

iing scheme 

acoustic messages. Incoming messages of different 
categories like traffic, email, answering machine etc. 
are stored. The driver can control message playback 
by performing gestures and gets speech output via 
car speakers and textual information via a display. 
The control concept is derived from usual radios, 
because it is generally known and thus intuitively 
understandable. Figure 4 gives an overview of the 
utilised gestures and the corresponding functions. 

backward forward pause reset pointing idle 

Figure 4: gestures and functions 

Archived entries are played back sequentially af- 
ter activation. It  is possible to skip messages by 
performing the 'forward' respectively the 'backward' 
gesture, whereby short execution skips one message 
and longer execution skips several messages. Alter- 
natively the user may use the 'pointing' gesture (left 
or right). Playback mode can be interrupted by the 
'pause' gesture and resumed by the 'forward' ges- 
ture, while the 'reset' gesture quits it. The 'idle' 
gesture represents the typical resting position of the 
hand. Therefore it is used as a garbage model, which 
means it is recognised but has no function. 

Because interaction with the system is supposed 
to be possible without eye contact, an orientation aid 
is given via speech output by announcing the posi- 
tion number of the message. Additional graphical 
information on a display is for short control glances 
and for familiarising inexperienced users with the 
system. Figure 5 shows the graphical output. It 
has a caption and a small window aside it to indi- 
cate the current hand position in the gesturing area. 
Below is a text field containing short message info. 
The icon bar a t  the bottom shows the gestures and 
functions, that are available according to the current 
state. E.g. if the playback is paused, the icon for 
the 'pause' gesture is not visible. In case a known 
gesture has been recognised, it's symbol is shortly 
highlighted to  affirm the input. 
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