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Abstract

In this paper, we present a novel approach to the gen-
eration of arbitrary perspective-corrected views from
omni-directional images for the purpose of interac-
tive navigation of the images in real time. We use a
constructive neural network of suitable complexity to
learn the inherent distortion of the omni-directional
Imaging system using training sets obtained through
carefully constructed calibration patterns. Starting
with a near-minimal neural network, the topology
of the neural network is modified antomatically over
suceessive training cycles until a reasonable, near-
optimal network is obtained. Our system overcomes
the limitations of previous methods by obviating the
need to derive the perspective projection equations
of the ommi-directional imaging system. Addition-
ally, our system is robust enough to correctly approxi-
mate an omni-directional imaging system of arbitrary
complexity vet elegantly simple enough to permit
real-time correction for most omni-directional imag-
ing systems currently available. We demonstrate the
practicability of our approach by describing its ap-
plication to the generation of arbitrary perspective-
corrected views from fish-eye images.

1 Introduction

Recently, there has been unprecedented interest in
research and application development in the fields
of immersive (omni-directional) panoramic imag-
ing, telepresence and virtual reality. Immersive
panoramic imaging applications permit a user to im-
merse himself in a recording of a remote scene with
the ability to look in any desired direction in the
scene, limited only by the field of view of the imaging
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system employed. Immersive telepresence applica-
tions permit live omni-directional viewing of remote
locations while immersive virtual reality generally
refers to the synthesis of immersive content. A very
popular example of an immersive imaging system is
Apple Computer’'s QuickTime Virtual Reality Sys-
tem. Immersive panoramic video applications [1, 2,
3] that allow a viewer to interactively select an arbi-
trary portion of the live or recorded video for viewing
have been developed. Such applications have the po-
tential to define the future of video and television and
to open up new vistas in virtual reality, surveillance
and machine vision. Consequently, their importance
cannot be over-emphasized. Immersive imaging sys-
tems typically utilize wide-angle lenses, such as the
fish-eye lens, and mathematical models of wide-angle
lenses. Wide-angle lenses, however, introduce signifi-
cant amounts of non-linear geometric distortion into
the images they produce and so for these images to
be viewed comfortably by a human being, they need
to be de-warped. Although methods for generating
perspective-corrected views from fish-eye images al-
ready exist, there is (to the best of our knowledge)
as yet no practical general-purpose method for gen-
erating perspective-corrected views from an arbitrary
wide-angle image. Accordingly, it is the goal of this
paper to present a practical method for generating
perspective-corrected views from an arbitrary wide-
angle image without the need for knowledge of the
projection equations of the lens with which the im-
age was obtained.

2 Brief Description of Our Ap-
proach

Our approach is to consider the formation of a dis-
torted 2D image from the undistorted 3D real world
scene by a wide-angle lens as an input-output map-
ping between an undistorted 2D image plane and the
distorted 2D image plane. We then construct a neu-
ral network of sufficient complexity to learn the char-
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Figure 1: Ommni-directional Image Navigation Syvstem based on onr distortion-correction method. USER
INPUT cousists of position on input ommi-directional image, size of corrected output image frame and zoom

level.

acteristic distortion of the wide-angle lens, train the
network on sample data and then use the trained net-
work to correct all or selected portions of the wide-
angle image. Figure 1 illustrates an application of our
method. Here, we exploit the general approximating
ability of a multi-layer neural network consisting of
perceptron processing units [4]. In presenting an ap-
plication of our approach in the next section, we show
how the problems of constructing a suitable experi-
mental setup for training and validation data gath-
ering and determining the optimum neural network
topology are resolved.

3 Application of Our Method

As a demonstration of the effectiveness of our pro-
posal, we have applied the approach outlined above to
the construction of perspective-corrected views from
a fish-eye image.

3.1 Experimental Setup for Obtaining
Training Data Set

We use a planar grid of equally spaced black dots on a
white background as our source of sample data. The
positions of the dots are tabulated for use as input
data for the network. If a video camera with high
enough resolution is used, enough sample points to
cover the entire problem domain could be imaged at
once. By constraining all sample data points to a
plane and aligning this plane with the optical axis of
the fish-eye lens, we can overcome the need to deal
with 3D data as all data points will have a uniform
third component. To align the plane containing the
sample data points with the optical axis of the fish-
eye lens, we use a method similar to that described
in [5]. First, with the iris of the video camera closed
to avoid damage to the CCD, a weak coherent light
source, such as a low power laser is directed at a video
camera to which the fish-eye lens has been attached
through a thin plate with a narrow slit in front of the
center of the lens. Part of the laser beam is reflected
onto the plate with the slit. The alignment of the
camera and laser source is then adjusted until the



laser beam reflects onto itself. This occurs when the
optical axis of the lens coincides with the laser beam.
The iris is then opened and a very bright dot appears
on the display. The dot now appearing on the dis-
play is the optical center of the fish-eye lens. The
plane containing the sample points is then aligned
to be perpendicular with the optical axis of the lens.
Optionally, the center of the sample grid could be
made to coincide with the optical center of the lens.
The positions of the dots on the image generated by
the fish-eye lens are then tabulated for use as refer-
ence responses in training the neural network. Linear
scaling of the data based on the distance between the
sample grid and the fish-eye lens, the resolution of the
video camera and other relevant camera data could
be carried out,

3.2 Network Training and Dynamic
Modification of Network Topology

Our goal is to find a near-optimal network that gives
a reasonable approximation to the characteristic dis-
tortion of the fish-eye lens. To achieve this goal, one
possibility is to start off with a minimal network con-
taining one input layer and one output layer but no
hidden layer and to progressively add hidden neurons
in such a way that each hidden neuron is connected
only to the inputs and its neighbors. This method,
cascade correlation, is well documented in [6] and
tends to generate rather deep networks. To test our
approach, we started off with a near minimal three-
layer perception network with the following topology:
2 input neurons, one each for the X and Y coordinates
of the undistorted destination image plane; 1 hidden
neuron; 2 output neurons, one each for the X and
Y coordinates of the distorted source image plane.
Since the ontputs are independent of each other, it
is not strictly necessary to have two output neurons
but we have retained this architecture for the con-
venience of training only once for both the X and Y
coordinates.

4 Simulation Results

For the test, we used a Nikon 8mm fish-eye lens at-
tached to a Nikon CoolPix 950 digital camera. A
sample grid containing 400 dots was used to gather
the training and validation data. The network was
then trained using back-propagation with the delta
learning rule and applying meiosis (node splitting)
until a mean squared error of about 0.08 was ob-
tained. The resultant network had 20 hidden neu-
rons and performed well on real images, as can be
seen in Figure 2 below. Sigmoid activation functions
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Figure 2: Perspective correction of an arbitrarily se-
lected sub-area of the fish-eye image. To the top of
the figure is the distorted input fish-eye image while
to the bottom is the corrected view of a selected por-
tion of the input image. Using our method, any ar-
bitrarily selected region of interest can be corrected.
The entire input image can also be corrected at once.
Our method works for images captured using an ar-
bitrarily complex wide-angle imaging system.



were used in both the output and hidden layers. The
learning rate used was 0.1.

5 Conclusion

A practical method of generating perspective-
corrected views of omni-directional images using con-
structive neural networks that obviates the need to
use perspective projection equations (which usually
apply only to the ideal case) was presented. The
method was then applied to the generation of arbi-
trary perspective-corrected views of a fish-eye image
with good results. The size of the network needed to
learn the distortion of the panoramic imaging system
could be further reduced by partitioning the image
and using smaller networks to learn the characteristic
distortions of the resulting partitions. The method
presented in this paper could be used in surveil-
lance, interactive immersive televison, robot control
and virtual reality applications. Further studies on
the use of neural networks with lateral connections
[7] providing good global and local approximation as
well as cascade correlation networks are currently un-
derway.
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