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Abstract

In this paper, we propose an elegant approach
for illumination invariant face recognition based on
photometric stereo technique. The basic idea is to
reconstruct the surface normal and the albedo of a
face using photometric stereo images, and use them
as the illumination independent model of the face.
We also investigated the optimal light source direc-
tions for reconstructing accurate surface shape, and
the robust estimation technique for the illumination
direction of an input face image. The performance
of the proposed algorithm is tested using 125 real
face images of 25 person which are taken under 5
quite different illumination conditions, and achieved
the success rate of more than 80%.

1 Introduction

Face recognition is a challenging subject because
of dramatic variations between images of the same
face. For example, facial expression, pose variation,
hair style give rise to huge geometrical variation-
s. In addition, illumination, aging, make-up, scale
variation, background changes may cause misclassi-
fication. Thus, the face recognition system for the
real-world applications is to recognize a face as in-
dependent as possible under these image variations.
A recent survey [1] presents a detailed overview of
relevant researches have been done for more than
20 years in the fields of psychophysics, neuroscience
and engineering. Many psychophysical experiments
[2] show that the human visual system can recognize
faces against considerable variations between images
of the same face. Among the image variations, we
mainly focus on the problem of compensating for
changes in illumination direction. Even though a
human being has prominent ability to identify faces,
he has difficulty in recognizing faces under severe
illumination variation. The same person seen un-
der varying illumination conditions usually appears
quite different. Needless to say, the difference of a
face induced by illumination condition is larger than
that of individuals faces under the same illumination
condition. So far few researches have been done for
this illumination variation problem in face recogni-
tion including [6].
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In this research, we propose a new method for il-
lumination invariant face recognition based on pho-
tometric stereo. By constructing surface shape and
albedo as the model of faces using three photometric
images, and estimating the illumination direction of
an input image, one can synthesize face images of
the same illumination direction for the input face,
so that robust illumination invariant matching can
be performed.

2 Overview of the System

The whole procedure for the proposed face recog-
nition algorithm is illustrated in Fig. 1. As the
conventional recognition system, our system has t-
wo procedures: registration and recognition. For this
purpose, two sets of face images; training group or
gallery, and testing group or prove are constructed.
Both procedures have the same preprocessing step-
s. First, face region is extracted using an ellipse-
shaped mask by given two eye locations. And then,
geometric and photometric normalization between
photometric images as well as training and test im-
ages are necessarily.

In registration procedure, the shape model com-
puted from training group forms the reference
database. After the shape models of gallery are ob-
tained, a generic shape model of face is constructed
by averaging them. The generic shape model is used
to estimate light direction in the recognition proce-
dure.

In recognition procedure, the estimation method
of light direction and matching problem are impor-
tant steps for robust face recognition system. Once
the shape models are obtained, the face image illu-
minated from arbitrary direction can be easily gen-
erated. Thus, by synthesizing the face image with
the same illumination direction of an input face, we
can match the two face images under the same illu-
mination condition.

3 Face Shape Reconstruction using
Photometric Stereo

We assume that a face has the Lambertian re-
flectance property such that the brightness is inde-
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Figure 1: The overview of face recognition system

pendent on the viewing direction. Then, for a fixed
light source direction, the image intensity at a point
depends only on the surface normal n at that point
[3] and this can be characterized by the image irra-
diance equation given by

1"n >0,
1"n <0,

fz.y)ITn. (1)

I(z,y) = R(z,y) = { g

where R is the reflectance map, p is the albedo, and
1 is the unit vector of the illumination direction to-
ward the point light source given by

1 = (costsino,sintsino,cose)’.  (2)

The surface normal and the albedo of a Lam-
bertian surface can be uniquely reconstructed using
three images taken under different lighting condi-
tions while maintaining the viewing direction fixed
by the method known as the photometric stereo [3],
[4].

Suppose that we have three photometric stereo
images [y, I, and I3 obtained with the correspond-
ing light source directions 1y, 15, and g, respectively.
Then, we have three independent image irradiance
equations for the images, which can be written in
the matrix form as

(3)

where I = [Iy, I, I5]", and L = [1}, 15, 13]7. If 1;, 15,
and l are linearly independent, L~' exists. Then
using the fact that n is unit normal, we can deter-
mine the albedo as

I=pLn,

p= L1, (4)

and, in turn, the unit surface normal by

n= lL-‘I. (5)
p
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4 Registration Procedure
4.1 Imaging geometry and optimal light
source directions

We used the general imaging geometry model
for acquiring photometric face images. The camer-
a is positioned along the Z-axis and the three light
sources are located on a circle with the same slant
angle o, while different tilt angle 7's.

Selecting a set of appropriate photometric stereo
images is very important for reconstructing accu-
rate surface shape of a given object. Therefore, in
order to choose the best photometric image set for
a face, we first investigate the optimal illumination
conditions for the face. The plaster ‘Beethoven’ face
is used for this test. For each slant angle of (o =
30°,45°,60°), by varying the tilt angle of the first
light source by the amount of 30° while maintaining
the other light sources to be 120° apart in azimuth
angle from each other, 12 sets of candidate basis im-
ages are obtained. The surface normals and albedo
for each test set are determined using equations (4)
and (5). Then the MAD (Mean Absolute Difference)
error between real images illuminated from differen-
t directions and the corresponding synthesized ones
are calculated to measure the reconstruction accu-
racy of each test set. We use three verifying images
illuminated from (o, 7) = (15°,60°),(15°,90°), and
(15°,120°). The result are shown in Fig. 2 (a), and
an example of verifying image, reconstructed image,
and the error image is shown in Fig. 2 (b)-(d), re-
spectively. In this test, in order to reduce the effec-
t of cast shadow, we excluded the points that has
the albedo value deviated far from the mean albedo,
which are depicted as black pixels in Fig. 2(b)-(c).

Extensive experimental test with real plaster and
synthesized face images reveals that the reconstruc-
tion error tends to be smaller when the slant angle
(o) relatively small and the tilt angle () is arranged
symmetrically. In this experiment, the light direc-
tion (o, 7) = (30°,90°),(30°,210°), and (30°,330°)
gives the smallest reconstruction error in any case,
so that we select it as the optimal illumination di-
rection.

4.2 Face region

In order to consider only the facial region to be ex-
amined in a scene, we use an elliptic mask to extract
facial area exclusively. Once locating the positions
of eyes in a scene, the facial mask shape is designed
and applied using the following elliptic function.

_ ake —e)?
Con)l weal (6)

where

c=(cpiy), a=¢y-deye, b=cz-deye,

where ¢ is center point between two eye locations,
d.y. is distance between two eye locations, and ¢y, e2
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Figure 2: (a) The average intensity errors of each ba-
sis set. (b) Target image obtained by a light source
located at (o, 7) = (15°,120°). (¢) Synthesized im-
age generated with Set 4. (d) Error image magnified
by 10 times.

are constants given empirically. Note that accord-
ing to human races, the elliptic mask shape may be
slightly different. In case of oriental Asian, by set-
ting e; = 1.00, ¢3 = 1.43, we can extract face region
reliably in a scene.

4.3 Normalization

Photometric stereo assumes the correspondence
between corresponding pixels in photometric stere-
o images. However, in real situation, although the
camera direction is fixed, a [ace can be move slightly
while taking pictures. This may cause mismatching
between pixels, and result in inaccurate shape recon-
struction. Therefore, it is necessarily to normalize
the size and adjust the in-plane rotation of a face
in each image. This can be accomplished by resiz-
ing and rotating the images using the eye positions
as the anchor points. In addition, in order to com-
pensate for the difference in illumination conditions
between each image, we also normalize the intensity
so that the maximum intensity value becomes unit
for each image.

5 Recognition Procedure

5.1 Estimation of light direction

It is very important to estimate the illumination
direction of an input face image correctly for accu-
rate face matching. In this research, by constructing
generic surface model of a face using the models in
the gallery and utilizing the surface normal informa-
tion of it, we estimate the illumination direction via
least squared estimation method. Note that for i-th
point in an input face image the following relation
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hold.

E; = lr.- =njl,
P

(7)

where L} is the normalized intensity of the i-th point
in the input face image, n; = [n},n} n.]" is the sur-
face normal of the corresponding point in the generie
model, and 1 = [I;. 1, l_.]T is the illumination direc-
tion vector. If we are considering m pixels in a face
region, we have m linearly independent equations,
which can be written in following matrix form as

E = ( El-E"z""vEm—l-Em .]T {8)
Ny By I
= | ¢ ||k ]|=N
ny af ny I

where E is the normalized intensity matrix of the
input face image, N is surface normal matrix of the
generic face model. Then the illumination direction
can be determined by least square estimation as

1= (NTN)"'NTE. (9)

Note that the relatively flat face regions such as fore-
head and cheeks usually have not enough intensity
variations by the change of the illumination direc-
tion. Thus, in order to enhance the accuracy of the
estimation, we consider only the region around the
nose where the illumination sensitivity is relatively
good, rather than whole face for calculating (9).

5.2 Matching

Once the illumination direction of a input face
image is obtained, the face images of all the gallery
models for the same illumination condition can be
synthesized using (1). Then by measuring the
similarity between the input face and the synthe-
sized model face images, illumination invariant face
matching can be accomplished. The dissimilarity
measure used in this experiment is MAD of the in-
tensities between the input and synthesized model
face given by

1

3" iz, y) = In(2,9)], (10)

(zy)ER

where R is face region, and N is the number of pix-
el within face region, and I;, /,, are the intensities
of the input image and a synthesized image, respec-
tively. By ordering the model faces according to the
dissimilarity in increasing order, we can establish a
registered face list for the given input face. Note
that usually the recognition rate is defined by the
percentage that the input face ranks top in the reg-
istered face list. However, since this does not rep-
resent the potential ability of a recognition scheme
well, we employ the cumulative recognition rate [5)].
The eumulative recognition rate represents the prob-
ability of the input face being matched to the first
top n faces on the registered list.



6 Experimental Results

All face images were acquired in a darkroom iso-
lated from unwanted extra light sources. The 640 x
480, 8-bit grey level images were taken using 3CCD
digital camcorder interfaced to a PC.

In this experiment, images of 25 distinct persons,
20 males and 5 females, were taken in frontal viewing
direction with different image size, and without any
restriction about distinctive features such as glasses,
make-up, or hair-style. Two groups of DB are con-
structed: One is the training group for basis images
of each person, which are taken under the optimal
illumination directions discussed in Section 4.1. The
other is the testing group for evaluating the perfor-
mance of the proposed algorithm. 5 different images
for each person taken under very different illumina-
tion directions from that of the basis images are used
for the test. Fig. 3 shows some face images of the
testing group.

To investigate the performance variation due to
the accuracy of the illumination direction estima-
tion, the results for the ground truth and for 2 dif-
ferent light direction estimation method which uses
the whole face region and the nose region, respec-
tively, are evaluated. Table 1 represents the average
estimation error (in radian angle) of the illumination
direction estimation methods, and Fig. 4 shows the
cumulative recognition rates for them. The result
shows that when the nose region are used for the es-
timation, the proposed algorithm can achieve a top 1
recognition rate of 80% even under a severely chang-
ing illumination condition as shown in Fig. 3. It also
shows that the cumulative recognition rate can in-
crease to 93% if n = 10. While, note that when
the whole face region is engaged in estimating the
light direction, the recognition rate decreases about
10% and the estimation error also increases 0.09 ra-
dian. Therefore, we conclude that selection of effec-
tive region for estimating the illumination direction
is very critical for accurate face recognition. Note al-
so that if we estimate illumination direction exactly,
the recognition rate will increase up to 87%, and we
can achieve potential performance of the excellent
cumulative recognition rate of 96%.

Figure 3: Some face images of testing group. All

images were shown after normalization steps.
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Table 1: Light direction estimation errors

Estimation Method | Average Error
Whole face 0.21
Nose region 0.12

Correct direction 0.00

7 Conclusions

We propose a new approach for illumination in-
variant face recognition, in which the shape infor-
mation of a face is determined by the photometric
stereo method, and used as the illumination inde-
pendent model of the face. The optimal illumina-
tion directions for three basis images which insure
the accurate shape reconstruction is also investigat-
ed. Experimental results on real face images show
that the proposed approach has a great potential for
the robust face recognition even when the lighting
condition changes significantly.
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