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Abstract 

We have developed a visualization method and 
an interface for image retrieval. In our method, 
principal component analysis is dynamically applied 
to  the retrieved images in order to determine their 
eigenspace and the retrieved images are displayed in 
that space. We also experimentally evaluated our 
method from a statistical point of view. And we 
found that our method effectively decentralizes the 
retrieved images over the two-dimensional space. 

1 Introduction 

The remarkable advance in hardware technology 
has enabled us to  store vast digital still images as 
a database. This has led to much interest in devel- 
oping image-retrieval systems. In a classical image- 
retrieval system, we manually attach tags, such as 
keywords, to the images in the database, and the 
system retrieves images from the database on the 
basis of the tags. In other words, the keywords- 
search method used for the text database plays a 
central role in the system. When the number of im- 
ages in a database becomes large, however, the cost 
of manually attaching keywords to the images be- 
comes very expensive. Furthermore, because people 
retrieve images from large collections in a variety of 
different contexts and with a wide range of purposes, 
it is doubtful that keywords attached to the images 
beforehand can always correctly suit the users' re- 
trieval contexts. 

Content-based image retrieval is recently becom- 
ing an active research field where the similarity be- 
tween images is evaluated at the pattern level (for 
example, [l, 2, 3, 5, 8, 91). To be more precise, fea- 
tures are first extracted from an image in a database 
in order to construct a histogram which represents 
t.he image, and then Iiist.ograms representing the im- 
ages are matched in order to evaluate the similarity 
between the images. 

On the other hand, pattern information such as 
images ha.< long been st.udied in patt,ern recognition 
literatmure. This research is aimed at giving com- 

puters our ability to discriminate. Nevertheless, the 
discrimination ability that computers have is greatly 
limited and far below ours. That is why we should 
take an alternative approach to  image retrieval even 
though discrimination ability is indispensable in im- 
age retrieval. That is, we should develop an image- 
retrieval system from the viewpoint that we use com- 
puters to assist us in retrieving images. 

We are aiming at establishing a system [6] that 
assists users in retrieving images by visualizing the 
retrieved images for the users. Along these lines, 
we present, in this paper, a visualization method 
where principal component analysis is dynamically 
applied to  the retrieved images in order to deter- 
mine their eigenspace and the retrieved images are 
effectively displayed in that space. We also present 
a quantitative evaluation of our method from a sta- 
tistical point of view. We found that our method ef- 
fectively decentralizes the retrieved images over the 
two-dimensional space. This result indicates that 
users can easily capture the special characteristics 
of the retrieved images and, therefore, our visualiza- 
tion method assists users in retrieving images. 

2 What are missing in conventional 
image retrieval interfaces? 

2.1 Why is visualization important? 

In an information-retrieval system, it is usual for 
retrieved results to be aligned based on their similar- 
ity rank. This means that the discrimination results 
of the system are displayed. When the retrieved re- 
sults correctly reflect users' retrieval contexts, this 
kind of display is preferable. In most cases, however, 
this is not the situation. That is, the retrieved re- 
sults are not in harmony with our retrieval contexts 
or our contexts themselves are ambiguous. In such 
cases, the conventional display forces users to accept, 
the discrinlination results of the syst.em. 

From the information retrieval point of view, a 
system should visualize the retrieved resu1t.s as much 
as possible and provide users with an interface from 
which they can discriminate the retrieved results. 



Here visualization of the retrieved results should as- 
sist users t o  easily and intuitively understand the 
characteristics of the retrieved results. This visual- 
ization helps users to sharpen their retrieval contexts 
and, a t  the same time, helps them in selecting the 
next queries. 

7hc principal axis with r e s ~  to 
all the Images In the datahase 

2.2 Why should statistical analysis be 
applied to  the retrieved images? 

sis to the retrieved image collections. Applying sta- 

It is straightforward, for vast image collections, to 
use the statistical properties of image features for ef- 
fective visualization so that users can intuitively cap- 
ture the characteristics of the image collections. In 
fact, principal component analysis is applied to  im- 
age features of all the images in a database in order 
to  recognize objects in the images [7]. To analyze the 
statistical properties of image features, factor anal- 
ysis is applied to  all the images in a database, which 
enables us t o  visualize them on a plane [4]. Koho- 
nen's self-organization map allows all the images in 
the database t o  be visualized in a three-dimensional 
space [lo]. These studies statistically analyze image 
features of all the images in the database in order to 
characterize the image collections. This approach, 
however, is not suitable for assisting users to  retrieve 
images. This is because the principal axes for all the 
images in the database are, in general, not identical 
to  those for the retrieved images (Fig. 1). 

To accurately reflect the characteristics of the re- 
trieved image collections, we should directly use the 
statistical properties of the retrieved images. This 
approach enables the system to visualize the re- 
trieved images so that the display accurately reflects 
their characteristics. Users can then intuitively cap- 
ture the special characteristics of the retrieved image 
collections. 

On the other hand, if we characterize the re- 
trieved image collections in the eigenspace obtained 
by applying statistical analysis to all the images in 
the database, the number of required axes for the 
characterization tends to be large. If we character- 
ize the retrieved image collections in the eigenspace 
obtained by applying statistical analysis to the col- 
lections, however, we can reduce the number of 
required axes. In other words, a smaller num- 
ber of axes is enough for the characterization when 
eigenspace is obt,ained by applying statistical analy- 

collections. 
In our interface (Fig. 2), the system dynamically 

applies principal component analysis to the retrieved 
images and then decentralizes them over the visu- 
alization plane whose axes are determined by two 
eigenvectors. The upper-right part in Fig. 2 con- 
ducts specifying the conditions in retrieval, such 
as image features, while the upper-left part dis- 
plays query images. The lower-left part is a conven- 
tional interface which aligns the retrieved images. 
The lower-right part is our interface which displays 
the retrieved images on the visualization plane. As 
shown in Fig. 3, our interface has functions to  

1. decentralize the retrieved images over the vi- 
sualization plane by selecting two eigenvectors, 
which are determined by principal component 
analysis, as the axes of the plane ((4),(5), and 
(6) in Fig. 3). 

2. change the display of the retrieved images con- 
tinuously between the rough overview and the 
detailed overview by specifying the scale of the 
visualization plane ((2) in Fig. 3). 

3. make the selected images larger or smaller ((7) 
in Fig. 3). 

~ h c  d~slrihution of 811 the tistical analysis to the retrieved images is, therefore, 
images an thc datahaw effective from the point of view of information corn- 

pression. 

4. set query images by selecting some of the images 
on the visualization plane ((3),(8), and (9) in 
Fig. 3). 

5. set query images inside the region that is se- 
lected on the visualization plane ((1) and (3) in 
Fig. 3). 

The principal axis with 
respa lo the retrieved 
image collections 

3.2 Experiments 
3.2.1 Methods  
We constructed an image database in which 9807 
still images are stored. We then constructed the im- 
age feature database where each image is represented 
as a vector (we call it a feature vector) of dimension 
1024 on the basis of its color. (Each image is di- 
vided into 4 x 4 regions and the RGB feature space 
const.ructed by each region is divided into 64 box- 
els.) Next, we applied principal component analysis 
t,o the feature vectors and reduced their dimensions 
to 100 to facilitate retrieval and statistical analysis. 

We randomly selected one image from the 
database to use as a query for image retrieval. 
For 100 retrieved images, we computed the vari- 
ance aH(d) of the dth ent.ries of the feature vectors 

3 Our interface for visualizing feature 
space 

3.1 Overview of the interface 
retrieved images 

Taking the previous discussion into consideration, 
Figure 1: Principal axes of image collections (all the developed an interface in which the retrieved im- 
images in the database V.S. retrieved images). ages are effectively visualized so that users can easily 

understand the special characteristics of the image 



Figure 2: Graphic user interface of our iniage- 
retrieval system. 
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Figure 3: Functions of our visualization panel. 

(d = 1,2, . . . ,100). We dynamically applied princi- 
pal component analysis to the 100 retrieved images 
to compute the variance (eigenvalues) a:(d) of the 
dth entries of the feature vectors. Next, we iter- 
ated retrieval 700 times, and for d = 1 ,2 , .  . . ,100, 
we calculated the means of cumulative contribution 
ratios for the 700 iterated retrievals (Fig. 4). We also 
computed the geometric means and the standard de- 
viations ofu:(d)/u:(d) for the 700 iterated retrievals 
(Fig. 5). Note that we did not plot the upper stan- 
dard deviations in Fig. 5. We also note that u:(d) or 
az(d) was almost zero in one retrieval among the 700 
where d = 73,74,. . . ,100. This is why the length of 
the horizontal axis is 72. 

3.2.2 Results  a n d  discussions 
Figure4 shows that the cumulation of u:(d) becomes 
larger at a faster pace than that of az(d). This in- 
dicates that when the first several entries of the fea- 
ture vector are selected as the axes of the visualiza- 
tion plane, dynamically applying principal compo- 
nent analysis to the retrieved images is more effec- 
tive in decentralizing them. 

To eva1uat.e this ohservat,ion quant,it.at,ively, we 
coniput,ed the ratio of the cumulation of uI?(d) to 
that of o:(d) over the three largest eigenvalues (Ta- 
ble 1). Table 1 shows that dynamically applying 
principal component analysis t.o t.he rpt,rieved images 
is about twice as effectlive in decentralizing t.hem as 
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Figure 4: Cumulative contribution ratios. 
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Figure 5: Geometric means and the standard devi- 
ations of u:(d)/~: (d). 

applying principal component analysis in advance 
to all the images in the database. It also shows 
that for a given cumulative contribution, the dimen- 
sions for a:(d) have to  be accumulated about three 
times more than those for u:(d). This indicates that 
our method has the ability to compress information 
about three times more than the method where prin- 
cipal component analysis is applied in advance to all 
the images in the database. 

On the other hand, Fig. 5 shows that ~ r ( d ) ' / n ~ ( d ) ~  
is 2.38, 2.42, and 1.82, respectively, for d = 1,2,  and 
3. This indicates that when the first k entries of fea- 
ture vectors are used as the axes of a k-dimensional 
visulization space (k = 1,2  and 3), our method de- 
centralizes the retrieved images about twice as well 
as the method where principal component analysis is 
applied in advance to all the images in the database. 
Accordingly, users can more easily capture the spe- 
cial characteristics of the retrieved image collections. 
We see that the mean o f ~ r ( d ) ~ / ~ , ( d ) z  is at least 1.0 
for d = 1 ,2 , .  . . , 17, while for d = 18, .  . . ,72 (except 
for d = 19,20,21, and 24), i t  is smaller than 1.0. 
Since "r(d)'/u,(d)? 1.0 implies that the retrieved 
images are more decentralized over the visualization 
plane, our method displays the retrieved image col- 
lections more effectively on the plane when its axes 
are selected from the first 17 entries of the feature 



we only have to provide users with the first 17 
Table 1: Comparison of the cumulative contribution (2) dimensions so that our method is superior 
between a: and a; over the three largest eigenvalues. to the other method with a ~robabilitv of at 

cl 
least 50% (84%). (In this case, users can select 
any two of the provided dimensions as the axes 

2.38 2.37 2.15 of the visualization plane.) 
d= 1 we computed the probability that our method 

6 1 9 1  
is superior with respect to the first d dimen- I cumulative dimensions for at 1 3 1 sions (d = 1,2 , .  . . ,20) (Fig. 6). (This compu- , .  - 

t m  
tation'enables us to provide the &es of the'vi- 

90 sualization plane with the probability shown in 
w Fig.6. Any selection of the two axes among 

3 70 
& them makes our method superior to the other 
B w method.) 2 60 

k i  40 
These results indicate that our method decentral- 

; SO 
izes retrieved images better than the other method 

20 and that our method is more effective in users' un- 
10 derstanding of the special characteristics of the re- 
0 

1 2 S 4 6 6 1 8 9 10 11 12 IS 14 16 16 17 11 19 20 
trieved image collections. 

the d th en- oilattpe vkton In our experiments, we used one given image 
database. This implies that the obtained results de- 

Figure 6: The probability that our method is supe- pend on database. To make the results inde- 
rior with respect to the first d entries of the feature Dendent of the database. we have to evaluate manv 
vectors. 

vector. As a result, our method effectively visualizes 
the retrieved image collections for users. 

When we shift our attention to the lower stan- 
dard deviations ofur(d)'/u,(d)2 in Fig. 5, we see that 
the lower standard deviation is greater than 1.0 for 
d = 1,2,  though it is smaller than 1.0 for d 2 3 
(except for d = 5,6,7,10 and 13). If we regard the 
cumulative contribution ratio as a random variable 
and suppose that it is subject to  the normal distri- 
bution, this observation indicates that our method 
is superior with a probability greater than 84% for 
d = 1 and 2. 

By countering the cases o f ~ r ( d ) ~ / u , ( d ) ~  > 1.0 for 
the 700 iterated retrievals, we computed the prob- 
ability that our method is superior with respect to 
the first d dimensions (Fig. 6). Fig. 6 shows that, 
for example, if any two are selected from the first 
7 dimensions as the axes of the visualization plane, 
our method decentralizes the retrieved images with 
a probability of at least 77% more effectively than 
the other method. 

4 Conclusion 
We presented a method for displaying retrieved 

images in image retrieval where the system dynam- 
ically applies principal component analysis to the 
retrieved image collections and then decentralizes 
them over a visualization plane whose axes are se- 
lected from eigenvectors. By using statistics, we 
compared our method with the method where prin- 
cipal component analysis is applied in advance to all 
the images in the database, and we found that: 

t.he cumulative contribution ratio of our method 
is about twice more than that of the other 
method. 
our method can compress information about, 
three times as much as the other method. 

databases and investigate the statistical properties 
of the results. Though this should be done in our 
future work, analyzing statistics of the retrieved re- 
sults even for one large-scale database is significant. 
Improving the functions and operations of our inter- 
face is also included in our future work. 
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