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Abstract

This paper proposes a real-time 3D feature ex-
traction hardware algorithm with feature point
matching capability between neighboring frames,
which realizes 3D tracking of moving objects. This
hardware algorithm is based on a 3D voting method.
Both the 3D voting and the feature point matching
are directly carried out through highly parallel pro-
cessing by content addressable memory (CAM) in
real time. For the 3D voting, the CAM acts as a
PE (Processing Element) array that performs highly
parallel processing. For the feature point matching,
the CAM executes a highly parallel processing of
nearest neighbor search. Simulations of CAM hard-
ware size, processing time and accuracy show that
real-time 3D feature extraction and feature point
matching can be achieved using a single CAM chip
with current VLSI technology. This CAM-based al-
gorithm promises to be an important step towards
the realization of a real-time and compact 3D track-
ing system for moving objects.

1 Introduction

The 3D tracking of moving objects requires both
3D feature extraction and feature point matching
between neighboring frames. For 3D feature extrac-
tion from multiple view points, several algorithms
using 3D voting have been proposed [1]-[4]. These
3D voting based algorithms have several advantages,
the most important one being their robustness to
noise. However, these algorithms can not achieve
feature point matching, which is essential for mov-
ing object tracking. Feature point matching be-
tween neighboring frames can basically be realized
by nearest neighbor search. However, nearest neigh-
bor search is time consuming and costly.
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In order to attain a real-time and compact 3D
tracking system for moving objects, we propose a 3D
voting based feature extraction hardware algorithm,
that can also realize feature point matching between
neighboring frames in real time. Both the 3D voting
and the feature point matching are directly executed
by content addressable memory (CAM) in parallel.
For the 3D voting, the CAM acts as a PE (Pro-
cessing Element) array that performs highly paral-
lel processing. For the feature point matching, the
CAM executes a highly parallel processing of nearest
neighbor search.

The performance of the CAM-based algorithm,
i.e., the CAM hardware size, the processing time and
the accuracy of 3D tracking for moving objects, was
evaluated by simulation. The results show that real-
time 3D feature extraction and feature point match-
ing can be achieved using a single CAM chip with
current VLSI technology.

Section 2 describes the 3D feature extraction
hardware algorithm with feature point matching ca-
pability. Section 3 discusses CAM hardware size and
processing time and shows the simulation results for
3D tracking for moving objects.

2 3D Feature Extraction with Fea-
ture Point Matching Capability

2.1 CAM-based 3D Feature Extraction

The CAM-based 3D feature extraction algorithm
is schematically shown in Fig. 1. This algorithm is
based on a 3D voting method. In the figure, R is
the number of cameras, V' is the maximum number
of feature points in an image, and N is the side size
of 3D voxel space. The 3D voxel space is sliced as
shown in the figure. On every sliced plane, two kinds
of processing are executed. One is the voting, which
is done to count the number of back-projection lines
which have the same coordinates in the sliced plane.
After the voting, a maximum value updating pro-
cess for every basic back-projection line is executed.
These two processes are executed by the CAM and
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are iterated for all sliced planes. Each feature point
on the basic image exists at the coordinates where
the voting result is maximum.

In this hardware algorithm. the CAM acts as a
PE array that calculates the coordinates of every
back-projection line in each sliced plane. Figure 2
shows the memory (CAM and RAM) configuration.
Every image has a CAM of V' words, and the basic
image has a RAM of V words. In the CAM, passing
information on the back-projection lines is stored.
A CAM word corresponds to one back-projection
line, and keeps passing coordinates (X, Yi) on the
current sliced plane (Z=k) and line vectors for X,
Y coordinates (AX, AY). Using these values, the
passing coordinates (Xg41. Yig1) on the next sliced
plane are calculated as

X;H_;:X;,--i-AX. Yk+;=Yk+AY.

These caleulations are executed in parallel for all
back-projection lines by the CAM. The performance
of this hardware algorithm has already been evalu-
ated and reported [4]. 3D coordinates of many fea-
ture points (up to about 1,000 points) can be ob-
tained in real time.

information of basic image.
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2.2 Feature Point Matching between
Neighboring Frames

Highly parallel feature point matching between
neighboring frames is also achieved by using CAM.
The matching process is executed at the initializing
of CAM for the basic image, as shown in Fig. 3.
After the 3D feature extraction process for the pre-
vious frame, all back-projection line coordinates on
the last sliced plane are stored in the CAM. Using
these last coordinates and the initial coordinates of
the next frame on the same plane, the nearest neigh-
bor can be found through a highly parallel search
carried out by CAM function. The obtained nearest
neighbor is considered as the same feature point. A
schematic diagram of the matching and the extrac-
tion is shown in Fig. 4. In order to execute the
matching efficiently at the last sliced plane, process-
ing direction for the extraction is reversed for cach

frame.
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For matching by nearest neighbor search. the dis-
tance between the target feature point of a new
frame and every feature point of the previons frame
must be calculated. Therefore, the distance field is



added to the CAM, which performs a highly par-
allel ealeulation of the distance. In this study, we
used the Manhattan distance D;, as expressed by
the eqnation
D, = |Xxgw — Xi| + [Yxew - Yil. (1)
where (Xygw. Ynew) are the feature point coor-
dinates of the new frame and (X, Y;) are the old
coordinates stored in the CAM.

The calenlation of D; and the matching process
are necessary only for the basic image. For other
reference images, all initial data of back-projection
lines are written into the CAM sequentially. Figure 5
shows the details of the processing flow for matching
in the basic image.

Stepl: For each initial coordinates of new frame
(Xnew, Ynew), caleulate Manhattan distance
D; to every coordinate of the previous frame
on the CAM (X,. Y;). All D,’s can be obtained
simultaneously by using highly-parallel CAM
function.

Step2: Execute a parallel search for the word with
the minimum D; value.

Step3: Store the initial coordinates of the new
frame (Xngpw. Ynew) and (AX. AY) at found
word. The nearest neighbor points of previous
and new frames have the same index.
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Fig. 5. Processing flow for matching.

The above hardware algorithm can be executed in
parallel by CAM function. In Stepl, it is necessary
to calculate eq. (1) for all words in the CAM. In
Step2, minimum search is also carried out for all
words. Both Stepl and Step2 are executed without
dependence on the number of CAM words.
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3 Performance Evaluation

3.1 CAM Hardware Size

The main hardware for this hardware algorithm
is the CAM. The number of CAM words depends
on V and R. The word length depends on N. The
CAM hardware size for this hardware algorithm is
68[bit] x (V' x R)[words], where N is 256.

On the other hand, a CAM chip with the capacity
of 84[bit] x 4[Kword] has already been developed [5].
This is enough capacity for this hardware algorithm.
All back-projection line data for all images can be
stored in a the single CAM chip. This means that
the hardware algorithm can be realized on a single
board.

3.2 Processing Time

The estimated processing times for feature ex-
traction and matching are shown in Table I. For the
estimation, it was assumed that all data are stored
in a single CAM chip. the number of cameras R=6,
3D voxel space size N=256, and the clock speed is
25 MHz.

Compared with sequential processing, the match-
ing time decreases from O(V2+V R) to O(VR), and
the extraction time is reduced from O(RV?N) to
O(RV N); that is, an improvement in processing
speed of at least V' times is achieved. As shown
in the table, it is possible to execute extraction and
matching in real time up to about 200 points.

Table I Estimated processing times using a single
CAM chip.

Number of points V 50 100 | 200
Extraction time 8.8 (15.0 | 27.3 | [ms/frame]
Matching time 0.8 1.6 3.2 | [ms/ frame]
TOTAL 9.6 {16.6 | 30.5 | (ms/frame]
(R=6, N=256)

3.3 Feature Extraction
Performance

and Tracking

Feature extraction and tracking performance for
moving objects was preliminarily evaluated by sim-
ulation. In the simulation, target objects were many
moving points in the 3D space. Each point had ini-
tial coordinates (zy, yo, zo) and vector (Az, Ay, Az)
for moving, which were created at random. The 3D
space was limited and these points were reflected at
the boundary. For every frame, 3D feature extrac-
tion and feature point matching was executed. After
10-frame processing, we obtained the probability of



success in extracting feature points and matching
between continuous frames.

The dependence of the probability P on the num-
ber of feature points is shown in Fig. 6. In the fig-
ure, S is the max(|Ax|+|Ay|+|Az]) of moving fea-
ture points.
200. The probability P is more than 85% when the
number of feature points is 100 and S is 5. This is
good enough for practical applications.

Figure 7 shows an example of the extraction and
tracking of moving points for 20 frames, where V=10
and S=7. In this case, the probability P is about
98%. Within the 20 frames, there appear two fea-
ture points that correspond to wrong indexes, in two
frames, as shown in Fig. 7(3),(4). These errors were
caused by feature point crossing.

1.00 —
095 N
=) 2
£2 .
Eg x 5=3
£ 0.851 '
1 e
- S=5
£2
‘5 = 0.80—
e x
0.75—
=
| | | |
0 50 100 150 200

Number of Feature Points (V)

Fig. 6. Extraction and matching performance;
The probability is the average of 5 times.

. 2 A
. np ;
o <

‘e & = s _
[]

(2) after 10 frames

[

Error
e

(3) after 15 frames (4) after 20 frames

¢ Extracted point
Tracks of the point

Fig. 7. Example of extraction and tracking.

In this case, R=6, N=256, V=10 to .
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4 Conclusion

We proposed a real-time 3D feature extraction
hardware algorithin with feature point matching ca-
pability between neighboring frames, which realizes
3D tracking of moving objects. In this algorithm,
highly parallel processing can be carried out in both
the 3D voting and the feature point matching by
effectively using the highly parallel processing func-
tion of CAM. Simulation results of matching per-
formance indicate that, with the proposed hardware
algorithm, the probability of success in extracting
and matching is enough for some practical applica-
tions such as human motion capturing. Based on
the estimation of hardware size and the required
processing time, it was shown that real-time 3D fea-
ture extraction and feature point matching can be
achieved using a single CAM chip with current VLSI
technology.

In future work, we will evalnate the performance
of this algorithm using real images. and develop a
single board system for the 3D tracking of moving
objects.
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