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Shape from Shading on Textured Cylindrical Surface
~ Restoring Distorted Scanner Images of Unfolded Book Surfaces -

Toshikazu WADA

Abstract

In this paper, we present a method to obtain the 3D shape
of an unfolded curved book surface from an image taken by
an image-scanner. The estimated shape can be used for the
restoration of the distorted book image. This problem is a
practical application of the shape from shading theory. We
confirmed that the estimated shape mostly matches the real
shape and the image restoration fairly improves the readabil-
ity of the book.

1 Introduction

Shape from shading [1] is the problem to reconstruct the 3D
shape of an object surface from photometric information,
which is one of the fundamental theories in Computer Vi-
sion. When the object surface is Lambertian, this problem
can simply be formalized by the following equation:

(1)

where I denotes the image intensity, p the albedo of the
object surface, I, the illuminant intensity and 8 the angle
between the surface normal and the illuminant direction.
The problem to reconstruct the 3D shape from the image
intensity can be decomposed into two subproblems:

I=pl,cos8 ,

o Photometric problem: obtain the angle & from /

determine the surface normal
from #

o Geometric problem:

Most of the cases, p and I, are not given a priori. Then
the photometric subproblem includes the estimation of the
lighting geometry and the albedo function, unless adopting
the strong assumptions of uniform illuminant and uniform
albedo. These estimation problems are underconstrainted
and can not be solved for general surfaces and conditions.

As for the geometric subproblem, to determine the surface
normal from the angle #, some constraints are also neces-
sary. Photometric stereo [2] is a method to add constraints,
and the shape constraints such as smoothness (3], polyhe-
dral surface [4] [5] and cylindrical surface [6] can be used for
this problem.

As described above, the focal point of the shape from
shading is to find valid constraints which fill up the incom-
pleteness of the general problem. This is equivalent to find
a specific problem which can be solved based on the shape
from shading theory.

In this paper, we try to solve the problem to estimate the
3D shape of an unfolded book surface from an image taken
by an image-scanner.

The image-scanner takes a sequence of 1-dimensional im-
ages by a movable linear CCD sensor, and combines them
to a 2-dimensional image. The object surface is illuminated
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by a linear light source. We assume that the center line sep-
arating book pages is located parallel to the CCD sensor.
The constraints which are valid for this problem are:

¢ Book shape is cylindrical.
This means that the surface normal can be directly de-
termined from 4.

o Albedo function is binary (black/white).
Under this constraint, the image intensity I at the con-
stant albedo region can be extracted by finding the
brightest pixels in each scan line. The constant albedo
region means the white background of the book surface.

These constraints simplify this problem. But these are not
enough to solve it, because the illuminant intensity I, is not
derived from these constraints.

Then we assume:

e Lighting geometry is given.
By this assumption, the illuminant intensity I, on the
object surface can be obtained a priori. But the illumi-
nant intensity of the image-scanner varies with the gap
d between the scanning plane and the object surface.
We will denote it by function I,(d).

While the knowledge about the lighting geometry sim-
plifies the problem, the variable illuminant intensity I,(d)
introduces a new complication. That is, if the gap d is ob-
tained, 8 can be calculated by equation 1 and the surface
normal can be obtained. But the gap d essentially should
be computed from the surface normal vectors.

In this paper, we will describe three types of methods to
estimate # and d, and discuss their properties.

Images of unfolded book surfaces taken by a scanner in-
clude photometric and geometric distortions because of the
gap between the flat scanning plane and the book surface.
When we reconstruct the 3D shape of the book surface,
these distortions can be restored based on the reconstructed
shape.

In section 2, some definitions are given, and a reconstruc-
tion method is described in section 3. Some experimental
result are shown in section 4. Section 5 is the conclusion,

2 Image-Scanner and Book Surface

In this section, we investigate properties of the image-
scanner and the book surface.

2.1 Image-scanner

The apparatus we use to take images is an image-scanner.
This scanner has a flat scanning plane, a linear light source
L, a linear mirror M, a lens C and a linear CCD sensor D
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Figure 1: Structure of the image-scanner.
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as shown in Figure 1. The linear sensor D, mirror M and
the light source L are aligned to be parallel to each other.

Here we introduce the orthogonal coordinate system as
shown in Figure 1: the y-axis parallel to the scanning direc-
tion, the z-axis parallel to the linear sensor, and the z-axis
orthogonal to the scanning plane. The z-axis and y-axis are
included in the scanning plane.

The mirror M guides the reflected light to the sensor D.
The crossing line beiween the z-y plane and the vertical
plane V is called a scanning line S. The light source L and
the mirror M move under the z-y plane, the lens ¢ and the
sensor [) follow keeping the constant distance.

The sensor C' takes a 1-dimensional image I(z) for each
scanning line. The 2-dimensional image I(z,y) is ob-
tained by combining the sequence of I(z)s. While each 1-
dimensional image is obtained by the central projection, the
projection along the scanning direction is equivalent to the
orthogonal projection.

The light source L is not located on the vertical plane V,
and the radiance is not uniformly distributed. Then, the
illuminant intensity on the object surface I,(d) varies with
the distance d(y) between the object and the scanning plane.

2.2 Book Surface

Here we assume that the unfolded book surface is located
on the scanning plane so that the center line separating book
pages is just above the z-axis as shown in Figure 2,

While tracking along the y-axis, the book surface touches
the scanning plane at yy as shown in Figure 2. Then the
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Figure 2: Geometry of the book surface.

following conditions hold in the region y > yo:

dd
d(y)ly>p =0, ‘—di!‘)‘ - =0, 0(y) ly>p= ¥
(2)

where 1 represents the light source direction as shown in
Figure 2.
The gap d(y) can be represented as:

d(y) = f " tan(y - 6(¢))dC. (3)

3 Shape Reconstruction

From equaticns 1 and 3, we have:
w(y) = puls -0 d; é(y), 4
Folw) = puls ([ vanty ~ 0(0)C ) conty),  (4)

where I,(y) and py represent the intensity and the albedo
at the white background respectively, and can be calculated
by:

Iu(y) = m;‘u‘ I(z,y), Pw = fu(b‘”anH-(U}- (5)

The digital version of equation 4 is:

Ly() = pula ()l: tan(y — G(ya]]) cosf(y:), (6)

k=g

where yg > y1 > -+ > ;.
There are 3 types of methods to calculate 6; based on
equation 6:

method 1 Assuming that tan(y — 8(y;)) can be neglected,
we can calculate 8(y;) sequentially by the following
equation:

1 (i)
=1
Pwls (Z tan(y — 8{“}])

k=0

O(yi) ~ cos™ . )

method 2 More precisely, we can calculate 6(y;) sequen-
tially by minimizing the function G(6(yi)) defined by:

i 2
G(0(w)) = {fn(y;] = pul, (E tan(y — F(yk)l) cm@(v.')} -
k=0
(8)
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Figure 3: Observed intensity and generated intensity.

method 3 The most precise method is to find the sequence
of s simultaneously which minimize the functional H:

H(6(y0),0(y1),+++,8(yn)) = Y G(O(wa)).  (9)
k=0

The method 1 and 2 can be realized by an incremental cal-
culation. In these methods, the calculation at y; depends
the preceding results at yg,y1,+**,¥i-1, and the numerical
error grows up while proceeding the calculation. Especially,
method 1 can not be applied when the argument of the cos™
exceeds [—1,1]. As for the method 3, we can use a multi-
dimensional non-linear optimization algorithm. To use it,
however the initial estimate of #(y;) must be given and the
algorithm is computationally expensive for big data,

Considering these characteristics of the three methods, we
designed the following procedure to reconstruct the 3D book
shape:

1. Calculate the image intensity I,(y) and the albedo py,
at the constant albedo region by equation 5.

2. First, calculate each 8(y;) incrementally by method 2,
then correct such part of fs by method 3 where the
error G() becomes large. Estimated #s by method 2
are used as the initial estimate for method 3.

4 Experiments

For experiments, we prepare an object with a known cylin-
drical surface and print an undistorted book image on its
surface. The object is located on the image-scanner so that
the axis of the cylindrical surface be aligned to the z-axis.
The image-scanner is placed in a dark box to shut out the
external light.

Figure 3 represents the intensity [,,(y) of the white back-
ground (0 € ¥ < ymax). The bold line denotes the observed
intensity and the thin line the intensity generated by equa-
tion 6 using the real 3D shape. In this figure, the observed
intensity pattern mostly matches the generated one. But
the error grows up near around y = 0.

In the narrow region yp — Ay < y < ya, the generated
intensity slightly exceeds the intensity at y > yo. This prop-
erty of the image intensity pattern is sometimes undetectable
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Figure 5: Estimated shape and real shape.

when the gradient of the object surface is too small at yg as
in this example. If this property can not be detected from
the observed intensity pattern, we would obtain fs which
are greater than 1 at y < yg by method 2. Such #s lead
to a nonexisting shape with negative gap (d(y) < 0). To
avoid this problem, we used the following model matching
procedure:

First, we calculate average intensity J,, in the constant in-
tensity region [y3, Ymax), Where the following equation holds
in the interval for a small constant ¢:
In-e<h(y)<Tu+e  (10)
Find a point yoa satisfying the following equation for a small
constant Al:

Yy € ly('lt ymu!v

Iw(yl)ﬁjsz_&L (11)

We assume the following model of & in the interval
[Yoa s Ymax]:

{ ¥i 2 Yo

8(yi) =
(i) alyo—wi)+¥ wa <y <o

v (12)
and determine a and yg which minimize the error function
(. This assumption means that the book shape around yg
is the circular cylinder. In the interval [0, yoa], 6(yi) can be
calculated by method 2 and method 3.

The 8s estimated from the observed intensity is illustrated
in Figure 4. The bold line denotes the estimated result and
the thin line the real fis. When the surface normal is close
to the lighting direction, that is, the parameter # is almost
zero, the error of the estimation by method 2 becomes con-
siderably large. Such errors are corrected by method 3. This
poor estimation may be caused by:

» the error of the model matching around yq.
e the error function G becomes rather flat around # = 0,
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Figure 6: Test image.

Figure 5 represents the estimated shape of the book sur-
face. The bold line denotes the estimated shape and the thin
line the real shape. The estimated shape almost matches the
real shape. But the estimated shape becomes deeper than
the real one while decreasing y. This is because the observed
intensity is darker than the generated one near around y = 0
as shown in Figure 3,

Figure 6 and 7 show the image taken by the scanner and
its restored version respectively. The geometric and photo-
metric distortions were recovered by following methods:

o geometric distortion along the y-axis caused by the gra-
dient of the book surface.
The shrinking ratio along the y-axis is cos(¢ — 8(y;)).
Hence, the geometric restoration can be done by
stretching a pixel to 1/ cos(t — 8(y;)) pixels.

» geometric distortion along the z-axis caused by the cen-
tral projection.
A 3D point (xo,yi,d(yi)) is projected on to the point
(z4(xo,yi),¥i) in the z-y plane by the central projection.
The function x4 is defined by the following equation:
Fzr
F+d(y;)
where F represents the distance between the principal
point of the lens and the scanning plane (see Figure 2).
The restoration is to simulate the orthogonal projection
by moving the projected point (z4(zo,yi), wi) to (xo, i)
This restoration can be done by the inverse function of
T

e shading caused by I,(d) and cos(y — ).
This distortion can be restored by calculating the
albedo distribution based on the calculated 3D shape
and using it as the restored image intensity.

z4(z,y;) = (13)

We can confirm that the restored image gives us fairly good
readability.

5 Conclusions

In this paper, we proposed a method to reconstruct the 3D
shape of an unfolded book surface from an image taken by
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Figure 7: Restored image.

an image-scanner. This problem is considered as a practical
application of the shape from shading theory. The calcu-
lated 3D shape can be utilized for image restoration. The
proposed method is promising while leaving some unsolved
problems. Future works for the improvement of the shape
estimation include:

o Suitable optical model for this problem.
+ Estimation of the point yg.

¢ Intensity model matching around yg.

o Stable estimation of #(y) around 8 = 0.
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