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ABSTRACT 
A technique for building a three-dimensional descrip- 

tion of a static scene from a spatiotemporal image is 
presented. This technique utilizes Homocentric Spher- 
ical Spatiotemporal Image (HSSI) analysis and makes 
allowances for camera rotation, which is a wider class 
of camera motion than that in ordinary spatiotempo- 
ral image analysis. Experiments with real images from 
a translating and rotating camera were preformed, and 
the three dimensional structures in a static scene were 
reconstructed. With this technique, it is possible to dis- 
tinguish objects with a rotating camera at long distances 
and to measure them with much greater accuracy. 

1 Introduction 
Spatiotemporal image analysis is based on epipolar- 

plane image analysis, which was first presented by Bolles 
and Baker at. el. [11[21[31. The spatiotemporal image is 
a dense sequence of images taken in such rapid succes- 
sion that they form a single solid block of data in which 
the temporal continuity from image to image is approx- 
imately equal to the spatial continuity in an individual 
image. For straight-line camera motion, tracks of ob- 
jects appear as linear structures on epipolar-plane im- 
ages (EPIs) , which are slices of the spatiotemporal im- 
age containing epipolar lines. The distances from the 
camera to the objects are determined from the indina- 
tion of tracks. With EPI analysis, it  is much easier to 
compute the three dimensional positions of object fea- 
tures. Any corresponding problems between images can 
be solved by detection of feature-lines from the EPI r41. 

Baker and others found that camera motion was not 
limited to only the straight lines perpendicular to the 
optic axis in spatiotemporal image processing when us- 
ing a cylindrical co-ordinate system with a camera path 
axis. Instead, they found multiple free moving axes. In 
such cases, any feature of a scene is restricted to a single 
epipolar plane. The tracks of the features draw random 
curves; therefore, it is only possible to distinguish them 
one after another L51. 

In this article, an expansion of camera motion is pre- 
sented for spatiotemporal image analysis using spherical 
projection transformation. Shapes in images that are 
projected on a spherical surface do not vary with rota- 
tion when the axis pierces the len's center. The spher- 
ical projection transformation makes it easier to revise 
image-changes caused by camera rotation, and it also 
becomes possible to separate the rotating and translat- 

ing effects from image-changes due to camera motion. 
Object features in the images move along longitudinal 
lines of polar co-ordinates with the camera path axis. 
An HSSI is composed of images projected on homocen- 
tric spherical surfaces with radii in proportion to the 
distance of movement of the camera. An object feature 
is drawn as a curve on a plane containing the longitudi- 
nal lines of the HSSI. Therefore, for straight-line camera 
motion, feature tracks can be denoted as a function and 
extracted robustly with Hough transformation. In an- 
other method, Hough transformation has been utilized 
only for determining three dimensional lines r6]. But in 
our method, it is possible to ascertain the 3-D positions 
of feature points as well as the lines. 

2 3D reconstruction using HSSI 

2.1 3D reconstruction using a spatiotemporal 
image 

A spatiotemporal image consisting of images obtained 
with a moving camera in a static scene at regular in- 
tervals is shown in Figure 1. When camera motion is 
linear and perpendicular to the camera axis at a con- 
stant speed, the object's features appear as lines on a 
horizontal slice of the spatiotemporal image, which is 
parallel to direction of movement to the image plane. 
This slice is called an epipolar plane image (EPI). 

The global co-ordinates 0-XYZ are defined. Here, the 
view point moves on the X axis at a constant speed, with 
the optic axis being parallel to the Z axis. If the focus 
length is F, an object's image is projected on the plane; 
Z = F. If the projection plane is o-zy  , the spatiotempo- 
ral image is an accumulation of o-zy. Point P (X,  Y, Z)  

Figurel: A spatiotemporal image. 



Figurr?: AII rpipolar plan? image (EPI). 

in the global co-ordinates is projected as p(x, y) on the 
projection plane. Point p(x, y) can be expressed as 

F 
x = -(X - vt) z (1) 

where v is the velocity of view point and t is time. 
The projection pis  always on a slice of a spatiotempral 

image expressed as equation (2). This slice, which is the 
accumulation of epipolar lines, is called an epipolar plane 
image (EPI). When the velocity v is constant, p draws a 
line on the EPI. The depth of p is determined from the 
line's inclination -Z/(Fv). Therefore the three dimen- 
sional positions of an object's features are established by 
line detection on the EPI using Hough transformation. 
Figure 2 is an EPI. 

2.2 Spherical projection transformation 

Changes in projected images are brought about by 
translation and rotation of the camera. Images are trans- 
formed into spherical projection transformation, i. e., 
projecting images on a sphere to separate into trans- 
lation and rotation effects. It becomes easy to extract 
translation effects from image changes because images 
projected on a sphere are not changed by camera rota- 
tion. 

With spherical projection transformation, a plane pro- 
jection image I is projected on a sphere S with the center 
as the view point, as shown in Figure 3. 

A spherical projection image is represented by the 
spherical co-ordinate. Rotation with an axis as the view 
point is expressed as composition rotation with x, y,z 
axes. Point p(x, y) on plane projection image I is repre- 
sented as p'(8, 7 )  on the sphere. The p'(0, 7 )  is a spheri- 
cal co-ordinate expression with an axis as the optic axis. 
The following equations holds for p and p'. 

thus 
Y 0 = arctan(-) 
x (5) 

Figure3: Spherical projection transformation. 

Figure4: Moving view point. 

2.3 The Epipolar-arc 

Shapes in images that are projected on a spherical sur- 
face are uninfluenced by rotation when the axis pierces 
the len's center. That is when the camera is rotated 
with the axis piercing the len's center, images that are 
projected on a spherical surface slide on the sphere but 
are neither distorted nor warped. When the camera is 
translated, object features in the images move along the 
longitudinal lines of polar co-ordinates with the camera 
path axis and a pole as the focus of expansion (FOE). 
As shown in Figure 4, the center 0 of the sphere moves 
from Oo to O1 along the X axis. po and pl are im- 
ages of 3D point P on the sphere Oo and 01, respec- 
tively. The image p moves along great circle a which 
is included in a plane determined by points POoOl. In 
the spherical co-ordinate with an axis parallel with di- 
rection of movement, p ~ ,  pl are expressed as po(a,ao), 
pl(a,al), respectively. Both points are on great circle a 
at longitude a. The great circle is called an Epipolar- 
arc. An Epipolar-arc corresponds to an Epipolar-line 
in the plane projection. The speed at which an image 
point moves on an Epipolar-arc is determined accord- 
ing to the distance from the view point to 3D object. 
Therefore, when camera motion is known, the extrac- 



Figures: Homocentric Spherical Spatiotemporal Image 

(HSSI). 

tion of translation effects from image changes is possible 
with rotational revision for spherical projection images. 
Three dimensional depth of objects are estimated from 
velocities of images on Epipolar-arcs. 

2.4 t h e  Homocentric Spherical Spatiotemporal  
Image (HSSI) 

A three dimensional image composed of images pro- 
jected on homocentric spherical surfaces with radii in 
proportion to the distance of movement of the camera 
is defined as the Homocentric Spherical Spatiotemporal 
Image (HSSI). An HSSI is shown in Figure 5. The dis- 
tance from its center corresponds to time t .  An object 
feature is drawn as a curve on a slice of the HSSI con- 
taining longitudinal lines. This slice corresponds to the 
EPI explained in 2.1. Therefore, for straight-line camera 
motion, feature tracks can be denoted as a function and 
extracted robustly with Hough transformation. 

Steps of three-dimensional regeneration using HSSI 
analysis are as follows. 

1. At first, a sequence of image is taken as a spatiotem- 
poral image. 

2. Then the image is transformed in spherical projec- 
tion according to equations (5) and (6). 

3. Rotational revision is done to make a HSSI in spher- 
ical co-ordinate having an axis which is parallel with 
the direction of movement. 

4. Next, object features are tracked on slices contain- 
ing epipolar-arcs. 

5. Finally, three dimensional positions are calculated. 

2.5 Feature  detection in t h e  EPI 

Equation (7) holds for object P and its image p on an 
epipolar-arc, as shown in Figure 6. 

z/d = 1/ tan a ,  (7) 

where a is the angle of the direction of movement and 
OP. Thus tracks on the EPI ( a , t )  are on curves repre- 
sented in the following equation: 

d l  t = -(- - 
1 

-1, z' t a n a  t anao  

X 

Figure6: Image on the Epipolar-arc. 

Figure7: Manipulator camera. 

where % is the initial value of a .  With constant camera 
speed, equation (8) is an hyperbola, and it can establish 
the three dimensional position of P with Hough trans- 
formation expressed in terms of d and tanao.  Feature 
points on EPIs are transformed with Hough transforma- 
tion, and relative maximums in the parameter space are 
detected. Then, feature tracks can be approximated. 

3 Experimentations with real 

images 
Experiments with real images were conducted. An 

image input system for the experiments was constructed 
with a camera on a manipulator capable of controlling 
6 axes, as shown in Figure 7. With the camera going 
straight ahead, an experiments with and without rota- 
tion were preformed and the results compared. 

The camera, with its optic axis parallel to the Z-axis, 
is moved straight and parallel with the X-axis. 

200 real images were obtained at 1 millimeter inter- 
vals. Two spatiotemporal images were obtained; one us- 
ing one-parallel-translation and one-rotation at 0.025' 
per step, and one using only one-parallel-translation. 
Steps of the results of the various spatiotemporal im- 
age processing are shown in Figure 8. In Figure 8, the 
abscissa is denoted as l/ tan a, so edge tracks become 
linear and features can be detected with the root mean 
square error fitting in this plane. To remove errors in the 
Hough transformation for estimating parameters d, s, we 
use the root mean square error fitting method for real 
images. 



Figure8: Spatiotemporal image processing (a) EPI 
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(b) Edge image (c) Root mean square error fitting 
front side 

(d)Detected lines. (b) 
Figure9: Restructured 3D object features (a)Motion 

with 1 translation and 1 rotation (b)Motion with 1 trans- 

Three dimensional structures of object features re- lation. 
structured are shown in Figure 9. Result (b) in Finure 9 . , 
has less edges in the right par t  and is more disarranged 
than result (a). This is because case (b) is that  without 
rotation. Objects went out of the image plane earlier 
and accuracy was worse than in case (a). With camera 
rotation, it  is possible to  watch objects longer without 
missing any and to measure them with greater accuracy 
than without rotation. 

4 Conclusion 

This paper has proposed a technique for reconstruct- 
ing a three-dimensional structure that makes allowances 
for wider range of camera motion with the Homocen- 
tric Spherical Spatiotemporal Image (HSSI) analysis. 
Shapes in images that are projected on a spherical sur- 
face do not vary with by rotation when the axis pierces 
the lens's focus. Using spherical projection transforma- 
tion, it is possible to  separate the rotating and trans- 
lating effects from image-changes due t o  camera motion. 
Therefore, three dimensional structures can be recon- 
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