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A b s t r a c t  interactive correction. Preprocessing and vectoriza- 
tion are performed in the graphic processing unit. We have proposed a n  automatic map recogniz- 
The  multi-processors contribute to  the enhancement ing input system called MARIS. This system digitizes 
of vectorization speed. Automatic recognition is per- large-scale maps into a layered da ta  form in order to  
formed on the main control unit. In this stage, build- construct a map database. This paper presents the 
ing lines, contour lines, and lines representing rail- 

system's implementation and performance on an ex- 
ways, roads and water areas are extracted. Railway 

perimental workstation. Experimental results show 
extraction is omitted in this implementation. Recog- that  the input time using the MARIS system can be 
nition algorithms based on vector da ta  enable high- reduced to about 25 % of that of a system using an 
speed recognition. The  recognition results are cor- interactive digitizer. 
rected interactively through the main control unit. 

1. I n t r o d u c t i o n  

Interactive digitizers are used as input units in 
conventional geographical information systems be- 
cause of their high d a t a  compression rate, low hard- 
ware cost and operational simplicity [I]. However, 
considerable time and cost are necessary to digitize 
geographical da ta  because of the number of manual 
operations involved in tracing. These manual op- 
erations can be reduced by scanner systems which 
are suitable for the automatic digitization of maps 
or aerial photographs. Digitization should produce 
information in a layered da ta  form, because this is 
needed for easy display, intelligent retrieval and effi- 
cient storage [2]. However, this has been considered 
difficult and different input techniques are essential 
to overcome this problems. 

We have already proposed an automatic map rec- 
ognizing input system called MARIS [3]. This system 
digitizes large-scale maps into a layered data  form 
in order to  construct a map database. This paper 
presents the implementation of the MARIS system 
and assesses its performance on large-scale national 
maps of Japan. 

The  MARIS system is implemented on an exper- 
imental workstation which consists of a main control 
unit and a graphic processing unit. The  main con- 
trol unit is the same type of workstation as used for 

distributed processing of multi-media da ta  141. The  
graphic processing unit has multi-processors, large- 
capacity window map memory, magnetic disk stor- 
age for enhancement of large-scale image processing 
speed. 

The  MARIS process consists of four stages: pre- 
processing, vectorization, automatic recognition, and 

- 
MARIS's interactive input times are shorter than 
those using conventional interaction methods, be- 
cause the number of manual operations are reduced 
by utilizing basic line tracking algorithms. 

2. E x p e r i m e n t a l  W o r k s t a t i o n  

The  MARIS is implemented on an experimen- 
tal workstation system. The system consists of a 
scanner, a workstation (called WS-R), magnetic tape 
storage, and an electrostatic plotter as schematically 
shown in Fig. 1. Equipment specifications are shown 
in Table 1. The  experimental workstation consists of 
two units: the main control unit and the graphic pro- 
cessing unit. The  main control unit operates under 
UNIX System V. This unit is the same type of work- 
station as used for distributed processing of multi- 
media d a t a  [4]. The  main control unit is composed 
of a Motorola 68020 processor, an 8 Mega-byte main 
memory, 320 Mega-byte magnetic hard disk storage, 
and a local area network controller. 

The  graphic processing unit consists of a graphic 
engine, 32 Mega-byte window map memory, a CRT, 
frame memory, 110  interfaces t o  a large-scale scan- 
ner and a plotter, and 80 Mega-byte magnetic disk 
storage for image data. 

The  graphic engine is composed of a Motorola 
68020 processor and four data  flow pipeline proces- 
sors [5]. T h e  ~ i ~ e l i n e  processors are ~rogramrnable 
and enhance the speed of image processing opera- 
tions. If an image processing operation is simple and 
is suitable for parallel processing, pipeline processors 
enable high-speed image processing. Otherwise, the 
Motorola 68020 processor is used. The MARIS sys- 
tem performs thinning operation, feature point ex- 
traction, rotation, etc., by the pipeline processors. 

T h e  graphic processing unit has large capacity 
window map memory. The  capacity is enough to 
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store a complete digital binary image of an input map 
sheet. Because this memory is used as working mem- 
ory in vectorization and interactive correction, the 
image da ta  is stored on the 80 Mega-byte magnetic 
disk. This capacity is sufficient for two map sheets. 

3. I m p l e m e n t a t i o n  o f  MARIS 

T h e  MARIS process consists of the four stages : 
preprocessing, vectorization, automatic recognition, 
and interactive correction. Preprocessing and vector- 
ization are  performed on the graphic processing unit. 
This unit also carries out image input processing and 
image output processing including display process- 
ing. Most of the automatic recognition and inter- 
active correction are  performed by the main control 
unit. 

3.1 P r e p r o c e s s i n g  
A large flat scanner initially converts a map sheet 

into a binary image directly by grid sampling a t  a res- 
olution of 16 pixels per mm. After input, the binary 
image is rotated 90 degrees, and stored in the window 
map memory. T h e  pipeline processors directly con- 
tribute t o  increase in the rotation speed. The picture 
is divided into 70 subpictures of 2048 pixels x 1024 
pixels and stored on the magnetic disks. These sub- 
pictures are processed one by one as described below. 

3.2 Vec tor iza t ion  
The  vectorization stage consists of labeling by 

line widths, thinning, transformation of an image into 
a graph, edge deletion, and straight line approxima- 
tion. First, a subpicture is transferred from the mag- 
netic disk into the window map memory. Then, all 

1-pixels in the subpicture are labeled according to the 
width of the lines passing through them [6]. Next, the 

labeled subpicture is converted into an 8-connected 
medial line image by thinning operation [7]. Then, 
the medial line image is transformed into a graph, in 
which pixels on the  medial line correspond t o  nodes 
and neighboring nodes are connected by edges. Next, 
extra edges, unnecessary for preserving the topology 
of the medial line image, are deleted to  form a simpli- 
fied graph [a]. Next, vector data  is produced from the 
simplified graph by extracting feature points and ap- 
proximating curved lines between two feature points 
as straight line segments. The vector data  is trans- 
ferred to  the main memory of the main control unit. 
Fig. 2 shows a n  example of the vectorization process. 

The pipeline processors enhance the speed of 
the thinning operation and the feature extraction. 
For example, a thinning operation using the pipeline 
processors runs 20 times faster than when using a 
general-purpose VAX 11/780 computer. Width la- 
beling, transformation of a n  image into a graph and 
edge deletion could be performed in parallel, but in- 
stead they are performed on the graphic engine CPU. 
This  is because the program area of the pipeline pro- 
cessors is too small to  store their programs. 

Extracted vector da ta  are composed of feature 
points, branches and segments as shown in Fig. 3. 
A curve between the two feature points is called a 
branch. Line segments produced by a straight line 
approximation of a branch are referred to  as simply 
segments. 
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Extracted vector data are more and Therefore, the algorithm is faster than those based 

more natural than those obtained by conventional On segments Or pixel. 

In particular, the amounts of feature 3.3 Automatic Recognition 
points, branches and segments are reduced signif- The  recognition stage extracts three layers : 
i can t l~ .  Since a line tracking technique based On buildings; contour lines; and railways, roads and wa- 
segments [3] and a border tracing technique based ter areas. Each layer contains lines representing these 
on branches [3] are  essential functions for Our au- map components. Extraction is performed by the 
tomatic recognition method, the reduction of main control unit by analyzing only the hierarchi- 
d a t a  quantity helps significantly t o  speed UP the au- cal vector da ta  obtained in the vectorization stage. 
tomatic recognition process. The  recognition algorithms based on the vector d a t a  

The produced vector da ta  are hierarchical. Tha t  enable high-speed recognition. Since the details of 
is, feature points and branches are a high level repre- these algorithms are described in reference [3], only 
sentation of the line patterns. On the other hand, fea- the outline of these algorithms is presented below. 
ture points, branches and segments are a lower level The  automatic recognition stage is comprised of 
representation of the line pattern. The  hierarchical the four sequential substages: building extraction, 
vector da ta  are useful to  trace borders between the building deletion, extraction of lines representing rail- 
medial lines and the background quickly. That  is, ways, contour lines, roads and water areas, and con- 
the  border tracing algorithm (31 performs tracing by tour line extraction. 
using only the feature table and the branch table. Building extraction : A building is repre- 

sented by its outline. In large-scale Japanese maps, 
0  0  0  0  0  0  0  0  buildings are represented by closed borders that  have 
0 1 1 0 0 1 1 0  two line thicknesses. To duplicate the effect of sun- 
o O O ~ ~ O O O  light, the building outline exposed from 45 degrees 

0 1 1 1 1 1 1 0  clockwise from the maps horizontal axis is drawn with 

0 0 0 1 1 0 0 0  
a line thickness of 0.1 mm. Other outlines are  0.3 
mm thick. The  technique for extracting buildings uti- 

0 1 1 0 0 1 1 0  lizes this characteristic. First, as shown in Fig. 4(a), 
0  0  0  0  0  0  0  0  our technique searches for a sub-border B1 having a 

( a )  ( b )  width greater than or equal t o  0.3 mm. Then, our 
technique extracts a node N1 (Fig. 4(b)) of the sub- 
border which is located a t  a right-angle corner, and 
its left or upper neighbor is a 0-pixel located within 
the building outline. Next, a closed hole border or un- 
closed subborder B2 (Fig.4(c)) surrounding the right 
angle corner is extracted by the border tracing al- 
gorithm. Then, the  features of border length, inner 
area and dispersedness [9] of the border or subbor- 
der are  calculated. Finally, the  border or subborder 

( e )  
is examined t o  determine whether or not it is a sin- 

( c )  ( d )  gle building line. The  examination is based on these 

F i g .  2  I l l u s t r a t i o n  o f  v e c t o r i z a t i o n  p r o c e s s .  features. 
( a )  M e d i a l  l i n e  i m a g e .  ( b )  G r a p h  f o r  ( a ) .  Building deletion : This substage first iden- 

( c )  R e s u l t  o f  e d g e  d e l e t i o n .  ( d )  R e s u l t  o f  tifies those building lines coincident with road lines 

f e a t u r e  e x t r a c t i o n .  ( e )  R e s u l t  o f  l i n e  and then deletes all other building lines. This creates 
the input for the  next substage. First, all branch- 
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ing points on a current building line are identified 
as shown in Fig. 5(a). External segments connected 
t o  the building branching points are  located. The  
external segments are extended across the branching 
points as shown in Fig. 5(b). If they are continuous 
with the building segments and do not stop a t  the 
building's outline, the building segments are marked 
for retention. Similarly, the above operations are 
repeated for every building line. After that,  build- 
ing segments except those marked for retention are 
deleted as shown in Fig. 5(c). 

Railway, contour line, road, and water 
area extraction: Railways, contour lines, roads and 
water areas are composed of long lines with small cur- 
vatures and constant line widths. Therefore, these 
lines are  extracted directly by using the line tracking 
algorithm [3]. 

Contour line extraction: This substage ex- 
tracts contour lines from the continuous lines ob- 
tained by the previous substage. Contour lines are 
classified into two types having two different line 
widths: 2 m contour lines are 0:1 mrn wide and 10 
m contour lines are  0.2 mm wide. Normally. these - .  
two type contour lines are periodic, namely four 2 
m contour lines lie between two 10 m contour lines. 
Therefore, contour lines can be  recognized by these 
properties. First, continuous lines with a width of 
0.1 m m  are regarded as 2 m contour line candidates, 
and continuous lines with a width of 0.2 mm a s  10 
m contour line candidates. Then, these contour line 
candidates are examined to calculate the probability 
of whether they satisfy the periodicity given above. 
Finally, candidates having a probability greater than 
a given threshold are recognized appropriately as 2 m 
and 10 m contour lines. 

3.4 Interactive Correction 
Recognition errors are quickly corrected and un- 

recognized layers are  input interactively using the 
main control unit combined with the graphic process- 

ing unit. Each layer is corrected or input as shown in 
Fig. 6. The  interactive processing time using MARIS 
is shorter than that  using conventional interaction be- 
cause of the  following intelligent functions. 

The  detection of recognition errors is relatively 
easy. The  image d a t a  from a n  input map and the vec- 
tor da ta  of its medial lines are  superimposed on the 
CRT. From the vector data ,  the medial lines grouped 
as one layer can be displayed with a unique color. 
Unrecognized medial lines are also displayed with a 
unique color. This  color display aids an operator in 
locating recognition errors quickly. 

Picking of a target line is easy and fast. If an 
operator points to  a spot on the CRT, MARIS selects 
the  segment which is nearest to the spot and which 
belongs t o  the  target layer. Therefore, if the vector 
d a t a  is in many layers, the operator can point some 
distance from the target line and the picking time can 
be shortened. Note that unrecognized medial lines 
are regarded as one layer. 
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The  number of picking operations is reduced. In 
order to  extract a line rejected in the recognition 
stage or a n  unrecognized line, an operator can use 
the border tracing algorithm or the line tracking al- 
gorithm by nominating just a start point and/or an 
end point of the target line. Fig. 7 shows examples 
of the extraction of the rejected lines and the unrec- 
ognized lines. 

Fig. 7(a) shows remedial extraction of an un- 
closed border of a building. First, an operator picks a 
spot within the building ~ 1 .  MARIS selects the seg- 
ment which is nearest to  spot Q1 and which has not 
yet been recognized. Next, the system obtains branch 
R2 containing the segment. Then, the counterclock- 
wise border tracing algorithm extracts the string of 
B1 and B2. Next, the clockwise border tracing al- 
gorithm extracts the string of B2 and B3. Finally 
branches B l ,  B2, and B3 are highlighted. If the 
operator decides that  the result is a building, these 
branches will be displayed with the color of the build- 
ing layer. The  unclosed outline will be closed by the 
reforming function of MARIS. 

Fig. 7(b) shows the extraction of a road line. 
First, an operator picks spot Q2. MARIS selects the 

segment which is nearest t o  spot Q2 and which has 
not yet been recognized. Next, the system obtains 
branch B5 containing the segment. Then, the con- 
tinuous line tracking algorithm extracts the string of 
B5, B6 and B7. Next, the continuous line tracking 
algorithm extracts the string of B5 and B4. Finally 
branches B4 through B7 are highlighted. If the oper- 
ator decides that  the highlighted branches are a road 
line, these branches will be displayed with the color 
of the road layer. 

The  correction of unknown information is easy. 
In some cases, the information whether or not a line 
is closed and whether or not two lines are  connected 
is unknown. MARIS has an interactive command 
for corrective inspection. In the case of the building 
layer, MARIS searches for unclosed lines which have 
already been recognized as buildings and prompts the 
operator for the correction of the lines one by one. 
In the case of the other layers, MARIS searches for 
neighboring line pairs which have already been rec- 
ognized as belonging to the same layer and asks the 
operator whether or not these two lines are to  be  
connected. Therefore, the correction of unknown in- 
formation is easy. 

,medial l i n e  

F i g .  7 I n t e r a c t i v e  r e j e c t e d  l i n e  e x t r a c t i o n  

MARIS's interactive operations can handle the 
vector da ta  recognized line by recognized line, branch 
by branch, or, segment by segment. In our experience 
of using MARIS's interactive operation, the branch 
by branch operations such as deletion of branch and 
change of branch layer etc., are most often used for 
correcting the mis-recognized lines. This is because in 
most cases all segments of one branch belong t o  the 
same layer. Therefore, interactive operations using 
the hierarchy of vector da ta  are very useful. 

4. Experiments 

The  MARIS system was developed for national 
largescale maps of Japan. To confirm system opera- 
tion, the map sheet of Kurihama area was input. The  
scale is 1 : 2500. After one half of this map was ex- 
cluded because it included sea area and sparse map 
component area, the  area was digitized into a lay- 
ered form by using the MARIS system. Input time, 
extraction rate and error rate were measured. 

Table 2 shows the extraction and error rates of 

the automatic recognition. The building extraction 
rate is the ratio of the  number of extracted buildings 
to the number of actual buildings. The  error rate 
is the ratio of the number of incorrectly extracted 
buildings to  the number of extracted lines. In the 
case of contour lines as well as lines representing rail- 
ways, contour lines and others including roads, the 
extraction rate means the ratio of the total length of 
correctly extracted lines t o  the total length of these 
types of lines. The  error rate is the ratio of the to- 
tal length of incorrectly extracted lines to  the total 
length of extracted lines. Fig. 8 shows a n  example 
of automatic recognition. As shown in this figure, 
the  input area includes many complex sections con- 
taining many map components. For simple sections 
such as urban areas which included only building and 
roads; and mountainous sections containing only con- 
tour lines, the extraction rates were higher. 

Table 3 shows a comparison of processing times 
required for the  MARIS system and those for a n  in- 
teractive digitizer system. In the vectorization stage, 
the automatic recognition stage and the interactive 
correction stage, the MARIS's processing times were 
obtained by doubling the measured time. The pro- 
cessing time of the interactive correction stage is di- 
vided into the processing time of the correction for 
recognized layers and the processing time of input 
for unrecognized layers. The former time was mea- 

T a b l e  2 Accuracy o f  a u t o w a t i c  r e c o g n i t i o n .  

E r r o r  r a t e  

1 5 .  5 %  

9 .  0 %  

3 .  1 %  

L a y e r  name 

B u i l d i n e  

R a i l v a y ,  c o n t o u r  
l i n e ,  road  and 
v a t e r  a r e a  

c o n t o u r  l i n e  

E x t r a c t i o n  r a t e  

8 6 .  8 %  

9 0 . 1 %  

9 0 . 4 %  
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( a )  Section of input map ( b )  Extracted bui ld ings ( c )  Extracted contour l i nes  

F i g .  8 An example o f  a u t o n a t i c  r e c o g n i t i o n .  

sured. T h e  latter time was estimated to be the time 
obtained by multiplying the interactive input time 
for building layer, contour line layer and road layer 
by the ratio of the total number of line segments not 
belonging t o  these three layers t o  that of each layer. 
From Table 3, the input time using the MARIS sys- 
tem was about 25 % of that  using a system which 
employs an interactive digitizer. 

5. Conclusion 

This  paper has presented the implementation 
and the performance of the MARIS system, which 
digitizes large-scale maps into a layered da ta  form. 
This system was implemented on a special devel- 
oped experimental workstation. From experimental 
results, we conclude that  the input time using the 
MARIS system can be  about 25 % of that using a 

system which employs an interactive digitizer. 
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