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Abstract

This paper proposes a method for estimating the
pose of a rigid object. While an appearance-based pose
estimator requires a bounding box of each target object,
an object detector is in general trained independently of
the pose estimator. Recent pose estimators are robust
to occlusion and image deviation, if the object region
is correctly located by the detector. In reality, however,
it is difficult to detect correct bounding-boxes, and such
erroneous bounding-boxes make pose estimation inac-
curate. Our proposed method integrates the object de-
tector and the pose estimator so that they share feature
maps and support to each other for improving the pose
estimation accuracy. Experimental results demonstrate
that the performance of our method is 7.54 times better
than the SoTA pose estimation method.

1 Introduction

Object pose estimation enables various real-world
systems, such as the automation of assembly robotics
in factories. The performance of this object pose esti-
mation is greatly degraded when a part of the object is
not visible in the image. In the case of tools in a fac-
tory, a part of the object is obscured by hand grasping,
and in the case of assembled parts in a storage case,
a part of the object is obscured by mutual occlusion
between parts. Augmented AutoEncoder (AAE) [1] is
an image reconstruction model, which remains only the
target object and removes all other foreground objects
and background. That is, AAE can solve the occlusion
problems in pose estimation. However, in AAE, we as-
sume that the object region in the image is accurately
located in advance by a detector that is independent
of the pose estimator (Fig. 1 (a)). Therefore, the ac-
curacy of pose estimation using AAE following object
detection is also degraded because the occlusion pre-
vents accurate object detection.

In this paper, as shown in Fig. 1 (b), we integrate a
detector and a pose estimator, and learn them jointly
by sharing a feature extractor. In this joint learning,
the detection results of the object detector are directly
end-to-end learned by the pose estimator to achieve
“robust pose estimation against the detection errors
of the detector” and “object detection to improve the
accuracy of pose estimation”.

（a） Independent learning （b） Joint learning

Figure 1. Comparison between (a) independent
detection and pose estimation and (b) our pro-
posed joint learning.

2 Related Work

2.1 Pose Estimation

Object pose estimation can be categorized to several
approaches such as 3D model-based approaches [2, 3],
appearance-based approaches [4, 5], and their combi-
nations [6]. Deep networks further improve several key
components (e.g., local feature detection and match-
ing, appearance matching, and pose refinement [7, 8,
9, 10, 11, 12, 13, 14, 15]) for pose estimation. How-
ever, these methods are not sufficiently robust to ob-
ject occlusions, background clutters, and illumination
changes.

AAE [1] directly and explicitly addresses these is-
sues. AAE extends the Denoising Autoencoder so that
it is robust to arbitrary backgrounds and light sources
using domain randomization [16]. AAE achieves accu-
rate pose estimation in real images and also reduces the
cost of manual annotations because the training data
for AAE can be automatically generated with 3D CG
models and arbitrary background images. However,
AAE assumes that object-bounding boxes are known
or detected in advance. In addition, if the detection
accuracy is reduced by occlusion and this inaccurate
detection is fed into AAE, the pose estimation accu-
racy of AAE is also reduced.

2.2 Object Detection

Convolutional Neural Networks (CNNs) enable ac-
curate object detection such as Faster R-CNN [17],
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Figure 2. Overview of the proposed method. In Step 1, the Augmented AutoEncoder (AAE) is trained so
that it can reconstruct the image of a target object with no other obstacles and background (“Reconstructed
images” in the figure). The encoder and decoder in Step 1 are employed by the object detector and the pose
estimator, respectively, in Step 2.

which enables end-to-end learning. Other object de-
tectors are also highly-matured, such as Single Shot
Multibox Detector (SSD) [18] and You Only Look
Once (YOLO) [19]. Recent methods, including Center-
Net [20] and CornerNet [21], detect each object not as
a bounding box but as a set of points. These methods
are extended in terms of a variety of aspects [22, 23, 24].

All of the above detectors use CNN to extract fea-
tures for detection. Our proposed method is designed
to work with any detector having such a feature ex-
tractor. In this paper, we use Faster R-CNN [17].

3 Proposed Method

The proposed method illustrated in Fig. 2 is divided
into two steps. In Step 1, AAE alone is pre-trained. In
Step 2, Faster R-CNN is trained jointly with AAE pre-
trained in Step 1. Our propose method is possessed of
the following advantages:

• Features extracted by AAE represent only a target
object, and are useful for both detection and pose
estimation.

• By propagating pose estimation error back to the
detector, the detector is trained to predict bound-
ing boxes that are easy for the pose estimation.

• By using detections (instead of ground-truth
bounding-boxes) to train the pose estimator, the
discrepancy between its training and estimation is
eliminated. This makes the pose estimator robust
to the deviation of detections.

3.1 Pre-training of Extended AAE

As shown in Step 1 of Fig. 2, AAE [1] is pre-trained.
The encoder of AAE is shared by an object detector

and a pose estimator in our joint learning network.
However, in the original AAE, a small bounding-box
is fed into the encoder. Therefore, a small encoder is
sufficient. In our joint learning, on the other hand, a
whole image where a target object is observed is fed
into the encoder. Since the dimension of the object re-
gion in the feature map of the whole image is smaller
than that of the object bounding box in the original
AAE, this small feature map is insufficient for accu-
rate pose estimation. To have sufficient features, we
employ the VGG16, which is used also as a feature ex-
tractor in Faster R-CNN, for the encoder of AAE in
our proposed method. The decoder is also designed as
the inverse of VGG16 with deconvolution layers.

For training AAE, a 3D CG model of a target ob-
ject is prepared in advance. This 3D model is rendered
from arbitrary orientations with a black background
(“GT images” in Step 1 of Fig. 2). These images are
changed with arbitrary background and illuminations
(“Input images” in Step 1) as with done in the orig-
inal AAE. In our proposed method, furthermore, the
target object is occluded for realistic scenarios. For
example, tools in a factory are occluded by a user’s
hand. AAE consisting of the encoder, decoder and,
fully-connected (FC) layers is trained so that its out-
put (“Reconstructed images” in Step 1) is identical to
its GT image.

The original AAE is trained with the MSE loss be-
tween the output image and its GT image (denoted by
xr and xt, respectively), as expressed by Eq. (1). n
in Eq. (1) is the number of pixels in those images. In
addition to this MSE loss, two loss functions are pro-
posed for improving AAE. The angle loss expressed by
Eq. (2) optimizes the latent representations so that, if
the poses of two object images are similar, their latent
representations should be close to each other. Assume



that we have image pairs (x
(j)
t , x

(k)
t ) that the angles

of objects are the closest among the batch. In Eq. (2),
the latent representations corresponding to the input

images x
(j)
t and x

(k)
t are z

(j)
i and z

(k)
i , respectively.

θt
(j),(k) is the relative angle between the poses of x

(j)
t

and x
(k)
t . The cos loss expressed by Eq. (3) optimizes

the latent representations of the input image and its
GT image (denoted by zi and zt) so that they get
close to each other. Our extended AAE is trained by
the weighted sum of these three loss functions as ex-
pressed by Eq. (4):

Lmse =
1

n
||xi − xr||2 (1)

Langle = ||z(j)
i − z

(k)
i || × exp(−θt

(j),(k)) (2)

Lcos = − zi · zt
||zi|| · ||zt||

(3)

Lstep1 = Lmse + λ1Langle + λ2Lcos (4)

where λ1 and λ2 denote the weights.
With AAE trained by Eq. (4), the latent represen-

tation is acquired from each input image. Before the
pose estimation process, the latent representations of
the target object with all possible poses are acquired.
A set of these latent representations is regarded as a
codebook.

In inference, the latent representation of each input
image is compared with those in the codebook for find-
ing the nearest one. The distance between two latent
representations is expressed by the cosine similarity.
Since each latent representation in the codebook is re-
lated with its object pose, the pose of the nearest one
is considered to be that of the input object.

3.2 Proposed Joint Learning

The encoder and the decoder of AAE pre-trained
in Step 1 are copied to the feature extractor of Faster
R-CNN and the decoder of AAE, respectively, as illus-
trated by blue dashed arrows in Fig. 2.

First of all, an input image is fed into the feature
extractor of Faster R-CNN. Through the region pro-
posal network (RPN) and the RoI align [25], object
bounding-boxes are detected. In a training image, only
one target object is rendered and its bounding-box is
known. With this assumption, we choose only one
bounding-box having the largest Intersection of Union
(IoU) with the ground-truth bounding-box. This se-
lected bounding-box is passed to the following pro-
cesses of Faster R-CNN for object detection. After this
object detection, the detected bounding-box is feed-
backed to the feature map in order to extract the fea-
ture of the detected object. This extracted feature is
again fed into the RoI align via the red arrow in Fig. 2.
Then, the feature is vectorized and fed into the FC
layer in order to get the latent representation. The la-
tent representation is fed into the next FC layer and
the decoder to have the reconstructed image.

The reconstructed image and the latent representa-
tion are employed for training and detection as follows:

Training: Among Lmse, Langle, and Lcos, only Lmse

in Eq. (1) is used for training the whole network in
Step 2. Langle and Lcos are not used because they
reduce the pose estimation accuracy in our exper-
iments. In addition, Lfaster proposed for training
Faster R-CNN [17] is also computed with object
detection results. The weighted sum of these two
loss functions is used for an end-to-end joint learn-
ing of the whole network in Step 2.

Lstep2 = Lfaster + λLmse (5)

where λ is the weight.

Detection: The latent representation is used for re-
trieving the closest one from the codebook, as with
in AAE, for pose estimation.

4 Experimental Results

4.1 Implementation Details and Evaluation

We experimented with a 3D CG model of a hammer,
which is shown in Fig. 1.

For pre-training AAE (i.e., Step 1 shown in Fig. 2),
the size of target, input, and output images is 128×128
pixels, as with the original AAE [1]. 100,000 input
images were used for this training. λ1 = 10−6 and
λ2 = 10−2 in Eq. 4. AdaBound [26] was used as an
optimizer with a learning rate of 8e−6, a batch size =
128, and the 27 epochs.

On the other hand, the size of the input image for
the detection network (i.e., Faster R-CNN) in Step 2
is 512 × 512 pixels. In each input image, the hammer
is observed with around 128× 128 pixels. 25,000 input
images were trained for Step 2. In the same way as
input images for training, 800 images were generated
for evaluation. λ = 1 in Eq. (5). We used an SGD
optimizer with an initial learning rate of 0.01, a batch
size = 12, and the 30 epochs. The learning rate was
reduced to 1

10 of its current value at every eight epochs.
The pose estimation accuracy is evaluated by Visible

Surface Discrepancy (VSD) [27] proposed for evaluat-
ing the pose of a symmetric textureless object. VSD
becomes the minimum and maximum values, 0 and 1,
if the estimated pose is completely identical to and dif-
ferent from its ground-truth pose, respectively. If VSD
is below a threshold, the estimated pose can be con-
sidered to be correct. In our evaluation, the number of
correctly-estimated poses is counted as an evaluation
metric.

4.2 Experimental Results

Figure 3 shows experimental results. The horizontal
and vertical axes of each graph indicate the threshold
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Figure 3. Evaluation results with VSD.

of VSD and the number of correctly-estimated poses,
respectively. 2× 2 results are shown in Fig. 3.

Row in Fig. 3 While the dimension of the latent rep-
resentation in the original AAE is 128, this dimen-
sion is insufficient for representing the appearance
variation of our dataset because of occlusions. For
improving the representation ability, the dimen-
sion of the latent representation is increased to
4,096.

Column in Fig. 3 We trained the whole network for
the joint learning simultaneously. The results of
this training strategy (which is called T1) are
shown in the left column in Fig. 3. On the other
hand, joint learning sometimes fail because of im-
balance between tasks (i.e., object detection and
pose estimation in our problem). For maintain-
ing the pose estimation ability of AAE in the joint
learning, the weights of the encoder and decoder
are fixed for training only RPN and FC layers in
the first epoch. In the second epoch, only the en-
coder and decoder are trained. After the second
epoch, all parameters are trained jointly. The re-
sults of this training strategy (which is called T2)
are shown in the right column.

In Fig. 3, the results of our proposed method are
shown with orange. Furthermore, two other methods
are also evaluated. In these two methods, Faster R-
CNN is trained independently of AAE. The bounding
box detected by this Faster R-CNN is extracted and
resized to 128× 128 pixels. This resized bounding box
is fed into our extended AAE and orignal AAE. The
results of our extended AAE and the original AAE are
shown in green and blue graphs, respectively.

As an evaluation metric, the Area Under Curve
(AUC) of each graph is computed. AUC of our pro-
posed method (i.e., orange graphs) is shown in each
graph of Fig. 3. Compared to the independent detec-
tion and pose estimation approaches, our joint learning
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Figure 4. Examples of object detection results.

method gets higher scores in all of the four graphs.
Since our extended AAE is superior to the original
AAE, our proposed method is improved by the joint
learning as well as by two additional loss functions (i.e.,
Eqs. (2) and (3)). Among the four variants, our pro-
posed method gets the best score (AUC = 415) with
the T1 training strategy and the 4096-D latent space.
In this condition, AUC of the proposed method is 7.54
times and 2.47 times larger than the original AAE and
the extended AAE, respectively.

The results of object detection and their IoU scores
are shown in Fig. 4. Figure 4 shows IoU of this exam-
ple as well as the mean IoU of all test images. In terms
of IoU, Faster R-CNN trained independently of AAE
(i.e, the leftmost result) is superior to the one trained
jointly with AAE (i.e., the middle result). This result
can be naturally interpreted that the former is better
because its feature map is optimized only for the detec-
tion task. If the detection result of the Faster R-CNN
is always identical to its ground-truth (i.e., IoU = 1.0),
independent learning of detector and pose estimator
is a good choice. However, it is practically impossi-
ble. Therefore, if the pose estimator is trained with
the ground-truth bounding box, discrepancy between
the ground-truth given in the training stage and its
detection result given in the inference stage decreases
the pose estimation performance. While the detection
IoU is worse, our joint learning method appropriately
learns object poses detected by Faster R-CNN.

5 Concluding Remarks

This paper proposes a joint learning approach for
object detection and pose estimation. The effective-
ness of the proposed approach is demonstrated with
comparative experiments: 7.54 times better than the
original AAE in terms of AUC of VSDs.

Future work includes experiments with real images
and more objects (e.g., T-LESS dataset [28]) for val-
idating the general-purpose effectiveness of the pro-
posed method by comparison with other SOTA meth-
ods.
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