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Abstract

Human motion prediction is seldom deployed to
real-world tasks due to difficulty in collecting a huge
amount of motion data. We propose two motion data
augmentation approaches using Variational AutoEn-
coder (VAE) and Inverse Kinematics (IK). Our VAE-
based generative model with adversarial training and
sampling near samples generates various motions even
with insufficient original motion data. Our IK-based
augmentation scheme allows us to semi-automatically
generate a variety of motions. Furthermore, we cor-
rect unrealistic artifacts in the augmented motions. As
a result, our method outperforms previous noise-based
motion augmentation methods.

1 Introduction

Human motion prediction, which forecasts future
body poses based on past poses, is a key technique for
human-robot interaction [1–5], autonomous driving [6],
VR/AR applications [7], performance capture [8, 9],
etc. These applications are still limited because of the
lack of motion data, which results in low prediction ac-
curacy. This is because the acquisition of motion data
requires a vast amount of costs such as the motion cap-
ture equipment and post-processing such as denoising.

Data Augmentation (DA) is useful for alleviating the
data insufficiency [10–12]. However, as far as we know,
there is only one less-effective augmentation method
proposed for human motion prediction [13]. This paper
presents two new augmentation approaches using Vari-
ational AutoEncoder (VAE) [14] and Inverse Kinemat-
ics (IK), which are shown in “Motion Augmentation”
in Fig. 1. Although most of our augmented motions
are physically plausible, we observed some of them
have unrealistic artifacts. These artifacts are corrected
with imitation learning and physics simulation (“Mo-
tion Correction” in Fig. 1) in our proposed method.

Our contributions are as follows:
1. VAE-based human-motion augmentation:

Our generative model with adversarial training
and sampling near samples can generate plausible
motions even with insufficient motion data.

2. IK-based human-motion augmentation:
This requires less effort just deciding the tar-
get sampling space and keyframe rather than
annotating IK targets for all frames.
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Figure 1. Overview of our proposed motion data
augmentation. Original motions are augmented
independently using VAE and IK. Both VAE and
IK are superior to previous augmentation ap-
proaches using additive noise. Optionally, we also
propose motion correction where the augmented
motions are modified to be physically plausible
using imitation learning and a physics simulator.

3. Motion correction for physical reality: Our
method is designed to improve the prediction ac-
curacy by maintaining the physical reality of aug-
mented motions.

2 Related Work

Motion augmentation: Fragkiadaki et al. [13] pro-
posed to corrupt input motions with zero-mean Gaus-
sian noise. This simple additive noise might lose con-
texts represented in the input motion.
Data augmentation with GAN: In image classifi-
cation tasks, generative models such as GAN are used
for data augmentation [15–18]. This approach can be
applied to other tasks including prediction.
Inverse Kinematics (IK): IK modifies the pose of
the whole body so that key points in the body reach
their target positions. A motion can be also modified
by providing the target positions in all frames of the
motion [19]. Although IK can greatly modify each pose
and potentially be useful for motion augmentation, it
is impractical to annotate the target positions in all
frames included in a training dataset.
Motion synthesis with physics simulation: For
better accuracy and reliability, motion prediction mod-
els should output physically plausible motions. Re-
cent deep reinforcement learning enables a physically
simulated character to imitate diverse motions [20–23].
Such physics simulation might improve the quality of
augmented motions.
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Figure 2. Proposed VAE-based network architec-
ture with adversarial training:

3 Proposed Motion Augmentation

We propose two independent augmentation ap-
proaches with VAE and IK. Furthermore, the motion
correction can be applied optionally to augmented mo-
tions. We also temporally expand and contract motion
sequences in the range from 10% longer to 10% shorter
as temporal data augmentation. The details are ex-
plained in the following subsections.

3.1 DA with VAE

Although GAN is widely used as a generative model,
we found that, for motion prediction, GAN often pro-
duces only static motions where all poses are almost
identical due to data insufficiency and GAN’s training
instability (i.e., mode collapse). Instead, we propose a
VAE-based model. Our VAE-based model successfully
generates diverse within-class motions with adversarial
training and sampling near samples.
Adversarial training: Our proposed network is
shown in Fig. 2. We validated that VAE with adver-
sarial training can generate more realistic motions than
those of the vanilla VAE. The encoder outputs a latent
variable z from an input motion X = {x0, x1, . . . , xT }
where each xt denotes a pose vector in t-th frame. The
decoder reconstructs the motion X̂ from z. Frame-wise
and sequence-wise discriminators (denoted by Disf

and Diss, respectively, in Fig. 2) discriminate X from
X̂ for improving X̂
Sampling near samples in the latent space: It is
not easy to determine the appropriate dimension of the
latent space in general. In the vanilla VAE, the latent
representation z is sampled from the normal distribu-
tion with zero mean and unit variance N (0, I). While
the high-dimensional representation leads to the spar-
sity of training data, which makes it difficult to sample
realistic data, the low-dimensional one generates inac-
curate data.

Target Sampling Space

Figure 3. Sampling space of target points for the
action class kick. The target space is a fan-shaped
one to which a foot end-effector may reach.

To solve the aforementioned problem, we propose
a method for sampling from only regions that are ap-
propriately represented by training data in the high-
dimensional latent space. In this method, each motion
in the training data is encoded into mean µ and vari-
ance σ2. Given µ and σ2 that are respectively the
mean of µ and the mean of σ2 over randomly-sampled
n motions, the latent representation z is drawn from
N (µ, σ2), and z is fed into the decoder for generat-
ing Xaug, as expressed by Eqs. (1) and (2). In our
experiments, n = 2.

Xaug = Dec(z) (1)
z ∼ N (µ, σ2) (2)

3.2 DA with IK

The proposed IK-based motion editing needs tar-
get positions in all frames of a motion. To achieve
this semi-automatically, we present a new effortless IK-
based augmentation method that requires a user only
to provide a target sampling space P and a keyframe
xkey on each class. Examples of a kick class are shown
in Figs. 3 and 4. The user determines the target sam-
pling space as shown in Fig. 3. Then, a keyframe where
a kicking foot reaches the farthest position from the
body is given with the key pose.

Given the sampling space and the keyframe, the IK
target position pkey ∈ P for the keyframe is randomly
sampled. Target positions pt for all frames are deter-
mined by propagating the differences between pkey and
the end-effector positions at 0-th and T -th frames back-
ward and forward, respectively, in a linearly-decreasing
manner, as shown in Fig. 4 and expresed as follows:

pdiff =
{

pkey − FK(x̂key, j)
}

(3)

pt = FK(x̂t, j) + pdiff · f(tkey, t) (4)

f(tkey, t) =


t

tkey
if t ≤ tkey

n − t

n − tkey
if t > tkey

(5)

Xnp = {IK(x̂1, j, p1), . . . , IK(x̂T , j, pT )}, (6)
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Figure 4. Overview of our sequential IK scheme. Given a keyframe and the body pose in the keyframe, body
poses in all other frames are automatically determined by IK.
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Figure 5. Examples of our motion correction. Up-
per: Foot penetrate each others. Lower: Unsta-
ble pose.

where j is an end-effector, p = FK(x, j) is a forward
kinematics function and x̂ = IK(x, j, p) is an inverse
kinematics function. We apply IK with pt to all frames
and obtain an augmented motion Xaug where the end-
effector smoothly reaches pkey.

3.3 Motion Correction with Imitation Learning
using Physics Simulation

Although most augmented motions generated by our
method are physically realistic, some of them are not.
For example, footskating by VAE, mutual penetrations
between body parts by IK, and unstable poses by both
VAE and IK are observed empirically. Our motion cor-
rection method enhances the physical reality of these
augmented motions as shown in Fig. 5.

Peng et al. [20] proposed an imitation learning
scheme that allows a physically simulated character
to mimic various motions. Given a goal motion (e.g.,

Table 1. Quantitative evaluation of augmented
motions.

Min DTW dist. MMD
Original Motions 2.92 -
GAN 2.90 4.28
VAE 2.73 1.94
VAE + adv training 2.71 1.37
VAE + sampl. near samples 2.72 0.85
VAE + both (proposed) 2.70 0.20

motion measured by a motion capture system), imi-
tation learning learns a policy that modifies the pose
of the character at t + 1 from its body status at t so
that the sequence of the modified poses gets close to
the goal motion. Then, to control the character to-
ward the modified pose at each moment under physical
constraints, a PD controller suggests physical torques
given to the character at t. While the motion is
modified for compensating the difference between the
body properties of the goal motion and the character
in DeepMimic [20], the goal motion is already physi-
cally plausible because it is measured by a motion cap-
ture system. On the other hand, we apply this imita-
tion learning using physics simulation to correct phys-
ically implausible motions produced by our method.
To cope with this more challenging problem, our imi-
tation learning scheme employs Residual Force Control
(RFC) [23] which maintains the physical stability (e.g.,
fall-prevention) by applying additional external forces
to the character.

While DeepMimic using RFC allows us to gener-
ate physically stable motions, the convergence of Deep-
Mimic is usually more than one day for correcting one
motion with 10 CPU threads. This is a critical prob-
lem when we augment a large number of motions. The
dominant cost in this convergence time is on learning
the policy network. While the character pose at t + 1
modified by the policy network inevitably differs from
the goal motion for satisfying physical constraints, the
residual between these modified and goal poses is usu-
ally small. Based on this observation, we change the
policy network so that it provides the residual between
the modified and goal poses instead of the modified



Table 2. Quantitative results of the effectiveness of proposed data augmentation on human motion prediction.

action class punch kick walk
timesteps[ms] 100 200 300 400 100 200 300 400 100 200 300 400
No aug 1.31 1.87 2.18 2.33 1.08 1.68 2.05 2.26 0.52 0.88 1.11 1.23
Noise 1.31 1.90 2.23 2.35 1.06 1.65 2.02 2.25 0.52 0.87 1.09 1.21
VAE 1.29 1.82 2.15 2.30 1.06 1.63 1.97 2.17 0.52 0.88 1.10 1.22
IK 1.24 1.80 2.20 2.42 0.96 1.39 1.60 1.73 0.47 0.77 0.94 1.05
VAE & IK 1.21 1.75 2.19 2.45 0.95 1.38 1.59 1.71 0.47 0.76 0.94 1.06
VAE corrected 1.30 1.86 2.20 2.38 1.03 1.60 1.95 2.14 0.53 0.89 1.12 1.25
IK corrected 1.35 1.99 2.39 2.61 1.06 1.66 2.01 2.20 0.53 0.91 1.15 1.30
VAE & IK corrected 1.35 2.00 2.37 2.61 1.03 1.65 1.98 2.17 0.54 0.95 1.21 1.37

pose itself. This residual learning is much easier than
learning arbitrary modified poses. The convergence
time is around one-third (∼8 hours) compared to the
original imitation learning using RFC.

4 Experiments

Our experiments consist of two parts: (1) Ablation
study on our VAE-based method (Sec. 3.1). The effects
of several components of our proposed method are val-
idated in terms of physical and contextual closeness
relationships. (2) Performance evaluation in motion
prediction with different data augmentations.
Dataset: Our experiments were conducted on HDM05
Motion Database [24]. HDM05 is a relatively small but
challenging dataset with dynamic motions compared to
other common benchmarks such as Human3.6M [25].
We tested our method with 5 fold cross-validation so
that our models were trained on motions from 4 sub-
jects and tested on those from 1 subject. Motions of
punch, kick and walk action classes were resampled to
30Hz and used for the experiments. We augmented the
train set to 10 times larger by VAE or IK methods.
Implementation Details: All encoders, decoders,
and discriminators consist of 256-D LSTM cells and
MLP layers. The dimension of a latent space is 128 for
VAE. A noise dimension for GAN is also 128. We used
the Adam optimizer to train models for 10,000 epochs.

4.1 Motion Augmentation by VAE

The effectiveness of our VAE-based motion augmen-
tation is validated by ablation. For comparison, a
GAN-based method is also evaluated.
Metrics: The quality of generated motions is eval-
uated with two metrics: the minimum Dynamic Time
Warping (DTW) [26] distance and the Maximum Mean
Discrepancy (MMD) [27]. The minimum DTW dis-
tance is calculated so that the augmented motion clos-
est to each test motion is found from all augmented mo-
tions. For DTW, frame-wise distances are calculated
based on the Euclidean distance in the Euler angle.
The mean over all test motions is shown in Table 1.
MMD is a distance between two distributions. Table 1
shows MMD between the test set and the augmented

set. Both metrics evaluate whether the augmented mo-
tions deviate from the domain of real observed motions.
The lower score is better in both metrics.
Results: Table 1 shows the proposed VAE-based
method with adversarial training and sampling near
samples gets the best performance in both minimum
DTW distance and MMD. Meanwhile, a GAN-based
method increases the minimum DTW distance and
gets the highest MMD probably because the training
dataset is too small for GAN to learn various patterns.

4.2 Motion Prediction with DA

Prediction Model and Metrics: We use the SOTA
human motion prediction model [28] to evaluate the
effectiveness of our motion DA method. We follow the
standard evaluation protocol used in [13, 29], and re-
port the Euclidean distance between the predicted and
ground-truth joint angles in Euler angle representation.
Results: Table. 2 shows quantitative results for hu-
man motion prediction with all data augmentations.
The prediction errors are shown on 4 timesteps (100,
200, 300, 400ms) and 3 action classes (punch, kick,
walk). In most cases, the combination of our proposed
data augmentations achieved the lowest prediction er-
ror. However, the motion correction couldn’t improve
the prediction accuracy because the corrected motions
have fewer motion patterns than the augmented mo-
tions. We conclude that physical reality has less im-
portance than variation in terms of accuracy.

5 Conclusion

In this work, we presented two new human motion
augmentation approaches using VAE and IK. The mo-
tion correction method is also proposed to fix unre-
alistic artifacts of augmented motions. Experiments
showed that our augmentation outperformed previous
methods but the motion correction couldn’t improve
prediction accuracy. However, animations or humanoid
robots can utilize our physically plausible motions. We
find our approaches encouraging the applications of hu-
man motion by cutting the data acquisition costs. Our
future work will focus on a new data augmentation ap-
proach and fully automatic setting of IK targets.
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