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Abstract

This paper presents a method for selecting an iconic
pose frame from an action video. An iconic pose
frame is a frame showing a representative pose, dis-
tinct from other actions. We first extract a diverse set
of keyframes from the video using unsupervised video
summarization. A classification loss ensures that the
selected frames retain high action classification accu-
racy. To find iconic poses, we introduce two loss terms,
an Extreme Pose Loss, encouraging selecting poses far
from the mean pose, and a Frame Contrastive Loss,
which encourages poses from the same action to be sim-
ilar. In a user preference study on UCF-101 videos
we show that the automatically selected iconic pose
keyframes are preferred to manually selected ones in
48% of cases.

1 Introduction

This paper addresses the task of selecting a single
representative frame from a video, which lets people
easily recognize the action class. This enables practi-
cal applications, such as automatically selecting a video
thumbnail, or a good still shot from a sports video.
We refer to this problem as iconic pose keyframe se-
lection, and formalize it by selecting a frame which (i)
summarizes the action well, and (ii) distinguishes it
from other types of actions. Figure 1 shows examples
for different types of actions. The figure shows a set
of keyframes from UCF-101 [21] action videos Kick,
HighJump, and Bowling and the selected iconic pose
keyframe for each. We observe that these poses can
be characterized by physical contact (Kick), extreme
points of motion (HighJump) or by releasing an ob-
ject (Bowling). This difference in semantics highlights
the difficulty of the task. We observe that iconic poses
tend to be extreme poses, far from an average or neu-
tral pose.

Iconic pose keyframe selection can be seen as a
single-frame version of keyframe detection for video
summarization, where the selected frame is represen-
tative of the action. Prior work for keyframe selec-
tion used optical flow patterns [13, 23] or local fea-
tures [7, 15]. Several methods that extract multiple
frames for video summarization aim to maximize frame
diversity [1, 2, 6, 12, 16, 17, 18]. Keyframe selection
methods are typically unsupervised, however super-

Figure 1: Iconic Pose Selection. Each row shows five
keyframes of a UCF-101 video. Frames with red border
show iconic pose frames selected by the proposed method.

vised methods include [7], where keyframes are manu-
ally selected, and [25], where frames for different action
classes are selected using linear discriminant analysis
(LDA). Our method is weakly supervised by providing
action labels for whole video clips at the training stage
and using an action classification loss term. Prior work
in thumbnail selection typically ranks images based on
an aesthetics score or the correlation of image to a text
query [5, 11, 14, 20]. In this work we focus on videos
showing activities and explicitly take body pose into
account. Our method uses a novel loss function with
two terms, in order to select poses that are both action-
specific and extreme. We employ a keyframe extrac-
tion module [18] and an action classification module,
trained on action labels as a weak supervision signal.
The class labels of the actions give higher likelihood
to frames relevant to a particular action class, while
avoiding the selection of poses that could be confused
with a different action class. The keyframe selection
module in [18] uses two loss terms, reconstruction loss
and diversity loss. In addition, we introduce two new
loss terms, Frame Contrastive Loss (FCL) and Extreme
Pose Loss (EPL), motivated by the aim to select similar
poses for the same action, as well as selecting extreme
poses, far from the mean pose.

Our contributions include (1) a novel problem set-
ting of finding a single iconic pose frame that represents
the action in a video, (2) introducing a novel loss func-
tion for extracting the most representative and extreme
human poses in the video using Procrustes analysis [3].
We evaluate our method using a user study, comparing
automatically and manually selected frames.
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Figure 2: System architecture. The model con-
tains three modules, keyframe extraction, pose evaluation,
and action classification. The input are image features,
f1, ..., fT , and pose vectors, P1, ...,PT , shown in blue boxes.

2 Methodology

Our model architecture consists of three modules:
(i) a keyframe extraction module, (ii) a pose evaluation
module, and (iii) a classification module. The keyframe
extraction module applies the unsupervised version of
fully convolutional sequence networks SUM-FCSN [18]
and outputs a number of representative frames. The
pose evaluation module computes posed-specific loss
functions to re-weight the selected frames. The se-
lected frames are passed through a classification mod-
ule, which ensures that the frames are recognizable as
the particular action.

As shown in Fig. 2, image features and pose coor-
dinates, shown in blue boxes, are provided as input to
the model. To extract image features we leverage a pre-
trained Temporal Segment Network (TSN) [22], which
has shown high accuracy for action recognition. Fol-
lowing the common strategy for action recognition, we
divide videos into T equal sized video clips and select a
single frame from each clip. Thus, T frames are passed
through the TSN to obtain feature vectors. The pose
vectors for each of the T frames are obtained using Al-
phaPose [4]. Sections 2.1–2.3 detail the three modules
of our method.

2.1 Keyframe extraction module

Our keyframe extraction module is built on the un-
supervised version of a fully convolutional sequence
network SUM-FCSN [18]. This network has an
encoder-decoder architecture with 8 convolution lay-
ers in the encoder and 2 layers in the decoder. The
model takes features f1, ..., fT from T frames as input,
estimates probabilities p1, ..., pT for each frame, and
reconstructs the image features, f̂1, ..., f̂T . The model
as shown in Fig. 2, provides a probability value for
each frame. The unsupervised version of the model
(SUM-FCSNunsup) does not require any keyframe la-
bels. As defined in [18], two loss terms, reconstruction

loss (Erecon) and diversity loss (Ediv), ensure that the
selected keyframes are both representative and diverse.

2.2 Pose Evaluation

To select suitable poses we introduce two loss terms,
Extreme Pose Loss (EEPL) and Frame Contrastive Loss
(EFCL). The Extreme Pose Loss is defined as the pose
most distant to the mean pose. The 2D joint posi-
tions are extracted using AlphaPose [4, 24]. We map
the set of pose coordinates {Pt}Tt=1 for T frames into
shape space by applying centering, scaling and rota-
tion. We first center the coordinates and scale them to
unit length, obtaining vectors, Zt = CPt

||CPt||2 , where C

is a centering matrix. Note that, Pt,Zt are of dimen-
sions K × 2 and C ∈ RK×K , where K is the number
of joints in the pose. To map these vectors into shape
space, each Zt is aligned by applying an optimal rota-
tion Γt ∈ SO(2). The set of optimal rotation matrices
{Γt} for all pose coordinates is found by

{Γt} = min
Γt∈SO(2)

T∑
t=1

T∑
j=t+1

[
||ZtΓt − ZjΓj ||2

]2
. (1)

The Procrustes distance is defined as the distance in
the shape space [3, 8]. The Fréchet mean, PF , defines
the mean pose in the shape space, and our Extreme
Pose Loss measures the Procrustes distance from this
mean:

EEPL =
1

T

T∑
t=1

exp
(
− ||ZtΓt −PF ||2

2σ2

)
, (2)

where the Fréchet mean pose PF is computed over the

T frames, PF = 1
T

∑T
t=1 ZtΓt, and σ is empirically set

to 10 by parameter grid search.
The second loss function is the Frame Contrastive

Loss, EFCL, which encourages low intra-action class
difference of poses and image features, and high inter-
action class difference. The Frame Contrastive Loss is
defined as:

EFCL =
1 +

∑
i,j∈V 1{yi=yj}||Fi − Fj ||

NV(1 +
∑

i,j∈V 1{yi 6=yj}||Fi − Fj ||)
, (3)

where the features Fi = [̂f it ,P
i
t] include both the recon-

structed frame features, f̂ it , and the pose coordinates,
Pi

t, of the tth frame in the ith video. V denotes a set
of indexes of NV videos in a mini-batch, yi is the label
of the ith video in the mini-batch. The loss function
minimizes the L2 distance of features in the same class
and maximizes the distance of features belonging to
different classes. To handle the case of a single element
minibatch, we add 1 to both numerator and denomi-
nator. Pose estimation in video frames can be noisy
and is affected by blur and occlusions. To mitigate



Figure 3: Selected iconic poses. (left) frames selected by using only reconstruction and diversity loss terms, Erecon and
Ediv, (right) frames selected by including, Extreme Pose Loss EEPL and Frame Contrastive Loss EFCL. Including these
terms leads to selecting subjectively better frames with respect to pose and view.

these issues, we use pose coordinates with 80% of the
individual points that have a confidence value above
a threshold (0.7) and interpolate pose coordinates in
frames with lower confidence. In videos where body
pose detection fails for most frames, the Frame Con-
trastive Loss reverts to using only the frame features.

2.3 Classification module

The extraction of keyframes is weakly supervised
by the action class labels. Reconstructed features of
the top M frames selected by the keyframe extraction
module and iconic pose selection module are passed
through a classification module. This module passes
the frames through a fully connected layer to predict
the action class using a binary cross entropy loss func-
tion, Eclass. The parameters of the keyframe extraction
and action classification modules are updated during
training. The complete model is trained end-to-end
using the following loss function:

Eicon = λ1Eclass+λ2Ediv+λ3Erecon+λ4EEPL+λ5EFCL

(4)
where, λ1, λ4 = 0.35 and λ2, λ3, λ5 = 0.1, found by
hyperparameter search. At inference time, the frame
features and pose coordinates are passed to the model,
which predicts the probability pi of each frame along
with the classification label. The top M frames, ranked
by probability, are selected. The frame with highest
probability denotes the iconic pose frame.

3 Results

We carried out experiments on two public action
recognition datasets, UCF-101 [21] and HMDB-51 [10].
The UCF-101 dataset contains 13,320 videos from 101
action classes. HMDB-51 [10] contains 6,849 clips
from 51 action classes. For evaluating the performance
of iconic pose frame selection, we conducted a user
study, comparing automatically and manually selected
frames.

Implementation details. We use pre-trained Al-
phaPose models [4] and TSN models [22] to obtain
pose and image features respectively. The optimizer
used for training the model is Adam [9] with learn-
ing rate 10−3 and β1 = 0.9, β2 = 0.999. The model
was trained for 100 and 200 epochs for UCF101 and

HMDB51 datasets, respectively. Training the model
for 200 epochs takes approximately 16h on an RTX
2080Ti GPU.

3.1 Iconic pose selection

Figure 3 shows the frames selected by our model
with two different loss functions from four videos of
different action classes. The left image of each pair in
Fig. 3 shows the iconic pose extracted by our model
with Erecon, Ediv losses only. The right image of each
pair shows the iconic poses extracted when including
the pose loss terms EEPL and EFCL. Including these
two additional terms results in selecting frames with
better poses.

User Study. We carried out a preference study
to evaluate our method relative to manually selected
frames by annotators. We used 48 videos, contain-
ing 12 action classes, for which full body poses are
in view, namely LongJump, HighJump, PullUps, Dive,
SwingBaseball, FlicFlac, Cartwheel, Somersault, Bowl-
ing, CleanAndJerk, GolfSwing and JavelinThrow. For
each video three annotators independently labeled the
iconic pose frame manually. Annotators were given
the instruction to select the frame that best represents
the action shown in the video. We therefore obtained
up to three different frames for each video, which we
consider ground truth iconic pose frames. In 73% of
cases (35 out of 48 videos) the proposed method ob-
tained the same frame as that of one of the anno-
tators. For the preference study we only use videos
where our method selects different frames from man-
ually annotated ones. In the experiment we sample
pairs of images from the same video, selected by dif-
ferent methods: human-annotated, and two variations
of our model, Iconic-RD and Iconic-RDEF. Iconic-RD
denotes the model with only the reconstruction and di-
versity loss, Iconic-RDEF denotes the model with all
loss terms. A total of 20 users were shown these im-
age pairs and asked to select between the two frames.
For each user, we randomly select 10 examples for each
of the three pairwise comparisons, resulting in a total
of 600 preference tests. The results in Table 1 show
that the model including pose loss (Iconic-RDEF) im-
proves over the model without pose loss (Iconic-RD) by
a large margin. While Iconic-RDEF performs slightly
worse in direct comparison to manually selected results,



Figure 4: User study examples. For each pair: (left)
manually selected frames by annotators, (right) model se-
lected frames. Frames favored by more users are shown
with green border.

Table 1: Iconic pose user study. Each row shows the
preference vote count for manually selected and model se-
lected iconic pose frames. Iconic-RD and Iconic-RDEF are
the models without and with pose loss terms, respectively.

Manual Iconic-RD Iconic-RDEF

126 74

104 96

54 146

Preference 38.3% 20.5% 40.3%

it received the most votes overall.
Fig. 4 shows frames from the user study. The

first two columns show cases where users preferred
the model-selected frame over the manually annotated
frame. The second two columns show cases where
the majority of users preferred the manually anno-
tated frames. In all examples iconic poses are extreme
poses and similar iconic poses are obtained for the same
classes. Example results on broadcast video of Olympic
events are shown in Fig. 5. Frames are shown in tem-
poral order and those selected by our model are shown
in with a red border.

Effect of frame selection on action classifi-
cation. We evaluate how the frame selection affects
the action recognition accuracy in an additional exper-
iment. As the selected number of frames, M , varies,
the performance of action classification changes and we
select M based on the highest accuracy. The perfor-
mance is evaluated with respect to a Temporal Segmen-
tation Network (TSN) model as baseline [22]. While
TSN uses two streams for action recognition, spatial
and temporal, we evaluate using the spatial stream
only. Following the protocol in [19, 22], we first sam-
ple 25 frames from a video, each with 10 cropped ver-
sions for data augmentation. In TSN [22], the final
model class is estimated by averaging the 25 scores.
Our method selects frames from these 25 groups and es-

Figure 5: Iconic pose frame selection results (red bor-
der) on broadcast footage of Olympic events pole vault,
weight lifting, high jump, and long jump.

Table 2: Action classification accuracy. The perfor-
mance of our method when varying the number of selected
frames, M, evaluated on UCF101/HMDB51 datasets, re-
spectively.

Split1 Split2 Split3 Average

TSN 85.5/54.4 84.9/50.0 84.5/49.2 85.1/51.0
M=25 86.9/54.5 83.3/50.3 84.7/50.2 85.0/51.7
M=20 87.8/54.9 83.5/50.5 85.1/52.0 85.5/52.5
M=16 87.9/55.0 84.2/50.8 85.5/52.3 85.9/52.7
M=12 88.4/55.4 84.5/51.1 85.0/51.9 86.0/52.8
M=8 87.3/53.7 83.5/50.5 85.0/51.0 85.1/51.7
M=4 87.2/52.8 83.5/50.6 83.8/50.5 84.8/51.3

timates the performance from the selected set of scores.
Table 2 shows the recognition accuracy for different

numbers of selected frames (m = 4, 8, 12, 16, 20, 25) on
all the splits of UCF101 and HMDB51 datasets. The
TSN row shows the performance of the baseline model.
We report the performance of the spatial stream for
TSN. For both datasets, the model with 12 selected
frames performs the best on average.

Limitations: The extreme pose loss depends on
accurate pose detection. For low quality videos, this
process is noisy. For actions involving more than
one person, such as CricketShot, BasketballDunk, Fris-
beeCatch, we select the pose of the main actor based
on size in the image. Generalizing to actions involving
multiple actors is a possible extension of this work.

4 Conclusion

In this paper we introduced a method to automati-
cally select an iconic pose frame from an action video.
We introduced an Extreme Pose Loss term based on
shape analysis of the pose coordinates and a Frame
Contrastive Loss. We validate our design choices exper-
imentally and demonstrate in a preference study that
the method is comparable to human-selected frames.
We have also shown experimentally that frame selec-
tion improves action recognition performance.
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