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Abstract

Image captioning has drawn more and more atten-
tion because of its practical usefulness in many mul-
timedia applications. Multiple criteria such as accu-
racy, detail or diversity exist to evaluate the quality
of generated captions. Among them, diversity is the
most difficult because for a given image, its multi-
ple captions should be generated while retaining their
accuracy. We approach to diverse image captioning
by explicitly selecting objects in an image one by one
as a subject in generating captions. Our method has
three main steps: (1) After generating scene graph
of a given image, we first give selection priority to
the nodes (namely, subjects) in the scene graph based
on the size and visual saliency of objects. (2) With
a selected subject, we prune a portion of the scene
graph structure that is irrelevant to the subject to have
subject-oriented scene graph for accurate captioning.
(3) We convert the subject-oriented scene graph into
its more sentence-friendly abstract meaning representa-
tion (AMR) to generate the caption whose the subject is
the selected root. In this way, we can generate captions
whose subjects are different from each other, achieving
diversity. Our proposed method achieves comparable
results with other methods in both diversity and accu-
racy.

1 Introduction

Image captioning is a challenging joint problem of
computer vision and natural language processing, and
important in both academic research and real-world
applications. Concerning accuracy-based evaluation,
recent efforts [2, 8, 12, 13] show remarkable results
which are sometimes even better than humans to some
extent. We humans, however, possess outstanding ca-
pability of flexibly describing a given image with dif-
ferent levels of details and subjects as what we wish.
In the step towards humans’ ability, generating diverse
captions is a crucial requirement for image captioning.

Some methods [6, 7, 9, 10, 23, 25] are able to gener-
ate diverse captions with multiple levels of details via,
for instance, part of speech [10], set of regions [7], and
abstract scene graph [6]. Considering the diversity of

image captions, besides their details, how to select dif-
ferent subjects to describe is a key ingredient toward a
better mimic humans’ level. This obvious observation
comes from the fact that we tend to be attracted by
visually salient objects in a given image, resulting in
subject-oriented descriptions. Visual saliency can thus
be an important clue as the subject for generating di-
verse captions. Nonetheless, yet such diverse subject-
oriented image captioning has not been well explored
in all of the aforementioned methods.

Early work [2, 12, 26] follows the encoder–decoder
framework where the encoder projects an image into
latent variables and then the decoder converts the la-
tent variables into a sentence. The latent space, how-
ever, works as a black-box intermediate representation,
resulting in its inability of controlling the diversity of
captions, in particular subjects. The graph representa-
tion, on the other hand, is able to represent objects and
their relations, opening up a high probability of sub-
ject selection to describe. As a result, scene graph [15]
is widely used in image captioning to improve in both
accuracy and diversity [6, 28, 29]. However, the scene
graph structure does not have its root-node, failing to
provide a clear subject for the caption. Meanwhile, in
natural language processing, abstract meaning repre-
sentation (AMR) [4] is used to represent the abstract
meaning of sentence. AMR has acyclic graph structure
with its root-node where the root-node acts as the main
concept of the sentence. This characteristic of AMR is
suitable for subject-oriented captioning.

We propose a method for selecting subjects one by
one from scene graph based on visual saliency, and ex-
tract a portion of the scene graph most relevant to the
selected subject to convert it into AMR for generating
captions. Our main contributions are as follows:

• We propose to select different subjects to describe
an image based on visual saliency for generating
diverse captions.

• We propose to use only a portion of scene graph
relevant to the subject and convert it to AMR for
better caption generation. To our best knowledge,
this is the first work to bring AMR to the computer
vision community.
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Figure 1: Overall pipeline of our method.

2 Proposed method

Our method consists of three main steps: (1) after
the pre-process of scene graph generation, we define
subject selection priority based on size and saliency
of an object, and select nodes (i.e., subjects) in scene
graph one by one depending on the priority. (2) With
respect to each selected subject, we prune the scene
graph by eliminating irrelevant nodes and edges, pro-
ducing subject-oriented scene graph. (3) Finally, we
convert the subject-oriented scene graph to AMR be-
fore generating caption from the AMR.

2.1 Pre-process: scene graph from image

We use Mask-RCNN [14] to detect and segment ob-
jects. We then combine the detected regions with our
four predefined background regions (top-half, bottom-
half, left-half, right-half) to have proposed regions.
Next, we apply [27] to the proposed regions to gen-
erate scene graph.

The scene graph contains the set of detected objects
O = {o1, o2, o3, ..., on} and the set of directed edges E
in the form of (oi, rij , oj) connecting pairs of objects in
O. We remark that the number of detected objects and
edges varies depending on a given image. Object oi and
edge rij are assigned with its object confidence and re-
lation confidence, respectively. To ensure the detected
objects are relevant to the image, we use a threshold
ε for the object confidence to keep only objects with
high confidence and edges connecting them.

2.2 Subject selection priority based on saliency

The scene graph represents the full visual informa-
tion obtained in an image. However, humans tend to
select an object in an image as a subject and describe it
with its relevant information. In principle, any object
can be a candidate as a subject, but it will be unnatu-
ral. This is because humans tend to focus on visually
appealing objects such as “human”, “dog” or “car” and
describe the image using them as a subject while small
and decorative details such as “hat” or “bag” are not

often selected as a subject. Inspired by this observa-
tion, we select objects one by one as a subject from
scene graph based on visual saliency.

We define the selection priority for an object using
the focus score as below. We employ two factors for the
focus score: object size and visual saliency. The size of
an object can be directly obtained as the segmentation
mask by Mask-RCNN [14]. Visual saliency of an object
is, on the other hand, computed using salient object
detection [18]. The focus score foc(oi) for object oi is
then computed as follows:

size(oi) = σ

(∑W
x=1

∑H
y=1 seg(oi)xy

W ·H

)
, (1)

sal(oi) =

∑W
x=1

∑H
y=1 seg(oi)xy ·mask(oi)xy∑W
x=1

∑H
y=1 seg(oi)xy

, (2)

foc(oi) =
√
sal(oi) · size(oi), (3)

where seg(oi) is the segmentation mask of object oi,
mask(oi) is the saliency mask of oi, and σ is a normal-
ization function defined as σ(x) = 1

1+exp(−(20x−0.2)) .

W and H are the image width and height. As the num-
ber of objects and their sizes and saliency values vary
from image to image, some small objects may fall into
top priority if there are too few objects in an image.
Therefore, to avoid such cases, we filter out any ob-

ject whose focus score is below the average
∑n

i=1 foc(oi)

n
of focus scores over all the objects. We then select at
most top k objects one by one as a subject based on
the focus score.

2.3 Subject-oriented scene graph generation

For each selected object as a subject, we generate
its subject-oriented scene graph. In order to generate
more accurate captions, we had better not use informa-
tion irrelevant to the subject. To this end, we prune
the scene graph so that the pruned scene graph, called
subject-oriented scene graph, represents only relevant
information to the selected object.



The reasonable conditions on the most confident
sub-graph of the scene graph with respect to the se-
lected object are (1) the selected object should be the
root-node of the sub-graph, (2) the nodes of the sub-
graph should be reached from the root-node through
the edges with high confidence, and (3) the sub-graph
should have the tree structure. The maximum span-
ning tree rooted with the selected object (node) of the
scene graph satisfies these conditions. We thus use the
Edmond algorithm [21], an optimal spanning arbores-
cence algorithm, to obtain the subject-oriented scene
graph. With at most k top selected objects, we obtain
at most k subject-oriented scene graphs, each of which
is used to generate a caption. Since the subject of gen-
erated captions are different from each other, we are
able to achieve diverse captions.

2.4 Conversion to AMR

Considering the structural similarity between scene
graph and AMR, we define a set of conversion proto-
cols that transform a scene graph structure to its cor-
responding AMR structure. After analysing the set of
relation labels, we observe that the relation labels can
be divided into three groups: (1) action (such as “ride”
or “hold”), (2) location (such as “near” or “behind”)
and (3) combination (such as “walk on” or “hanging
from”). We thus introduce a conversion protocol to
each group:

• action:
(o1, ra, o2) → (o1, ARG0-of, ra), (ra, ARG1, o2).

• location:
(o1, rl, o2) → (o1, location, rl), (rl, op1, o2).

• combination:
(o1, rc, o2)→ (o1, ARG0-of, rc), (rc, location, o2).

o1, and o2 are subject and object of the subject-
object relation. ra, rl, rc are the relation in each group.
ARG0-of, ARG1, location, op1 are the semantic rela-
tions defined in AMR [4]. Applying the conversion pro-
tocols to each relation triplet (o1, r, o2) in the scene
graph, we obtain its corresponding AMR structure.

2.5 Caption generation

We employ [20] to generate the caption from an
AMR. This is because [20] is one of the state-of-the-
arts and achieves high performance on the standard
LDC2015E86 AMR-to-text benchmark [1]. [20] has the
encoder–decoder architecture which encodes the graph
structure of an AMR and decodes it to the caption.

3 Experiments

3.1 Experimental setup

We evaluate our method on the COCO dataset [17].
We empirically set the threshold ε = 0.2 when gener-
ating scene graphs from images. For each image, we

generate captions by selecting at most k = 3 different
subjects in scene graph.

To evaluate the accuracy of generated captions,
we use BLEU [19], METEOR [5], ROUGE-L [16],
CIDEr [22], and SPICE [3] denoted by B, M, R, C,
and S, respectively. We compute the average and the
maximum of those scores of generated captions for each
image and then report their averages over the dataset.
We also employ self-CIDEr [24] to evaluate the diver-
sity of generated captions. We follow standard imple-
mentations when computing all the evaluation metrics.

3.2 Comparison with other methods

We first evaluated the accuracy of generated cap-
tions (Table 1). For a fair comparison, we solely com-
pare our method with an unsupervised image caption-
ing method (denoted by unsupv) [11]. This is because
other methods apply supervised learning to fit the dis-
tribution of ground-truth dataset while our method
does not; therefore, comparison with supervised learn-
ing methods is not fair.

Table 1 reveals that the average accuracy obtained
by our method are lower than that by unsupv [11].
The lower performance comes from the design of our
method. Specifically, due to generating multiple cap-
tions for each given image, some of them do not match
the ground-truth captions. When comparing our maxi-
mum accuracy scores against the scores by unsupv [11],
however, we observe that our method achieves com-
parable scores on the non-n-gram metrics (i.e., ME-
TEOR, ROUGE-L, and SPICE) while poorly performs
on the n-gram metrics (i.e., BLEU and CIDEr). This
is because our method strictly relies on the vocabulary
of the scene graph detection and thus the number of
vocabularies in our method is limited to that of scene
graph detection. More precisely, the vocabulary set of
scene graph detection [27] consists of 200 words which
is extremely smaller than that of COCO dataset [17]
(10010 words), leading to our generated captions mis-
match with the ground-truth COCO dataset.

We also evaluated the diversity of generated cap-
tions through comparing with ASG [6] and Len-Ctrl [9].
Table 2 shows self-CIDEr scores obtained by our and
compared methods. We see that even without any in-
volving learning process, our method is on a par with
other (learning-based) methods. It is worth noting that
our method significantly suffers from the lack of diver-
sity in vocabulary. We thus conclude that our method
is capable of generating diverse captions thanks to our
subject selection.

Figure 2 illustrates examples of our generated cap-
tions, showing diversity and a variety of subjects of the
captions. We see that images with more objects pro-
vide more captions since we can select more subjects.
We also see that the generated captions preserve all the
objects connected to the subject. However, if the scene
graph has no out-going edge from a selected subject,
the subject-oriented scene graph becomes disconnected
and the caption results in just the subject.



Figure 2: Examples of generated captions by our method on the COCO dataset. Blue circles mean selected nodes
as subjects. Images with few saliency objects (left) provide fewer captions while images with more saliency objects
(right) do more captions.

Table 1: Comparison of accuracy with unsupervised
method [11].

B1 B4 M R C S
unsupv [11] 41.0 5.6 12.4 28.7 28.6 8.1
Ours (avg) 17.9 0.1 8.4 18.5 13.4 6.1
Ours (max) 25.4 0.2 10.7 23.6 18.1 8.4

Table 2: Comparison of diversity with other methods.

self-CIDEr
ASG [6] 0.84

Len-Ctrl [9] 0.76
Human baseline 0.90

Ours 0.77

3.3 Impact of threshold ε on diversity and accu-
racy

It is clear that incorporating more accurately de-
tected objects into scene graph leads more accurate
captions yet in less diversity while incorporating less
accurately detected objects directs captions into the
opposite direction. We therefore set up experiments to
figure out the impact of object confidence score on the
accuracy–diversity trade–off. To this end, we change
the threshold ε by 0.05 from 0.05 to 0.3 when generat-
ing scene graph.

Figure 3 shows the behaviors of accuracy (on CIDEr
and SPICE metrics) and diversity (self-CIDEr metric)
as the threshold changes. As can be seen in Fig. 3,
the lower the threshold is the more diverse the gener-
ated captions are. This is reasonable as we have more
objects in the scene graph to be described in the cap-
tions. Meanwhile, with the threshold decreasing, the
average accuracy decreases as more false detection is

Figure 3: Accuracy and diversity under different object
confidence thresholds.

allowed into the captions. However, a low threshold
also generate more captions where an accurate caption
is potentially included in them. This leads to the in-
crease of maximum accuracy even for lower thresholds.

4 Conclusion

We proposed to select subjects to describe one by
one based on saliency for diverse image captioning.
We also proposed to use only a portion of scene graph
relevant to the selected subject for better captioning
with the help of AMR. Different from other methods
using the whole scene graph for captioning, our ap-
proach brings gains in both diversity and accuracy. In-
deed, even without involving any learning process, our
method achieves comparable results in both accuracy
and diversity metrics against our compared methods.
Moreover, our method is able to specify subjects to
describe, which brings us to comprehensive captioning.
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