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Abstract

Recently, Bag-of-Words (BoW) has become a
de-facto standard solution for loop-closure detection
(LCD) in robotic visual SLAM (rvSLAM). Whereas
BoW is efficient in using appearance information as in-
variant feature for comparing query and mapped scenes,
it is not straightforward to use spatial information as
invariant feature in BoW. In this paper, we propose
a new LCD approach, termed invariant spatial infor-
mation (ISI), which transforms spatial information in
every query/mapped image into an invariant coordi-
nate system by exploiting the available 3D map in rvS-
LAM. This enables direct comparison of feature loca-
tion between different images, and allows us to use
both appearance and spatial information as invariant
feature. Experiments show that the proposed ISI-based
LCD outperforms existing LCD methods.

1 Introduction

Loop closure detection (LCD) is one of most funda-
mental problems in robotic-visual SLAM (rvSLAM).
rvSLAM is a technology aiming to build a 3D point
cloud map along the robot trajectory, in real-time, with
a monocular on-board live camera [1]. LCD is the
problem of detecting loop-closure events (i.e., revisiting
known parts of the environment), which is crucial for
resetting inherently accumulative errors over time, and
obtaining a consistent map. There are two key require-
ments for an LCD solution [2]: (1) High processing ef-
ficiency as LCD is a subtask of the time-critical SLAM
task, and (2) 100% precision as false loop-closures can
lead to catastrophic map damage in a SLAM system.

Bag-of-Words (BoW) is a de-facto standard solution
for LCD [3]. Its basic idea is to represent every mapped
(or reference) image by an unordered collection of local
features, termed visual words, which are then efficiently
indexed and retrieved by inverted index. Use of BoW
in object and scene retrieval was originally proposed
in [4], and further extended to the LCD applications
in [5]. Since then, various methods have been devel-
oped to improve efficiency and accuracy of the BoW
methods. Examples include high-speed feature extrac-
tion (e.g., SURF [6], ORB [7], BRIEF [8]), generative
model (e.g., FAB-MAP [2]), forming images to places
(e.g., island [9]), and incremental vocabulary (e.g., in-

Figure 1. Overview of our approach: Spatial in-
formation in every mapped image (bottom left) is
transformed into an invariant coordinate system
(bottom right) by exploiting the available 3D map
in rvSLAM (top).

cremental dictionary [10], incremental BoW [3]). Our
experimental system is inspired by the state-of-the-art
LCD methods, based on incremental dictionary [3] and
BRIEF features [8].

One of main limitations of BoW is that it ignores the
spatial relationships between visual words. In the field
of computer vision, it has been reported that spatial
information such as scene layout is useful cue for scene
recognition and understanding [11]. Such spatial infor-
mation would be effective also for LCD to differentiate
between objects with similar appearance but with dif-
ferent locations, such as poles on the left and right sides
of a road. However, implementing such spatial informa-
tion within a BoW method is not straightforward. This
is because a monocular camera does not provide depth
information, but it only provides 2D projection of ob-
jects onto the image plane. Such 2D projections can
be easily affected by viewpoint change and occlusions.
Hence, it is often not an invariant feature. Typical
BoW methods avoid this problem by simply ignoring
any spatial information. However, ignoring such po-
tentially useful spatial information naturally may lead
to sub-optimal performance.

In this paper, we propose a new LCD framework
which augments visual words with an invariant spa-
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tial information (ISI) (Fig.1). The proposed approach
modifies both the map-building and LCD processes
such that they extract and exploit ISI. In the map-
building process, it analyzes the spatial structure of the
3D map being built and extracts useful spatial infor-
mation before the 3D map is compressed into the com-
pact BoW representation. Furthermore, the spatial in-
formation is transformed into an invariant coordinate
system such that keypoint locations of visual words
serve as ISI. In the LCD process, BoW based image
retrieval is performed using ISI as an additional cue.
We implemented the proposed framework on top of
the state-of-the-art LSD-SLAM framework [1] and in-
cremental dictionary framework [3]. Experiments show
that the proposed ISI-based LCD outperforms existing
LCD methods.

2 Related Work

Recently, BoW has been a hot research focus in the
LCD community. In [2], the authors assumed the ob-
servation likelihood to be independent of all past ob-
servations and approximated it by the Chow Liu tree
to capture co-occurrence information for discriminative
matching. In [9], the authors developed a robust LCD
framework based on database query, match grouping
(“islands”), and temporal/geometrical consistency. In
[12], the authors presented a versatile and accurate
monocular SLAM system, and they further extended
it to a keyframe-based Visual-Inertial SLAM that is
able to metrically close loops in real-time and reuse the
map that is being built online. In [3], the authors pre-
sented a novel appearance-based LCD method which
makes use of an incremental BoW dictionary based
on binary descriptors and the concept of dynamic is-
lands for match grouping, which achieved a high ac-
curacy and outperformed other state-of-the-art meth-
ods. However, these existing LCD frameworks do not
make use of spatial information, as explained in Sec-
tion 1. Hence, these approaches are orthogonal to ours
and could be used to further boost performance of our
LCD method proposed in the current paper.

A very few methods have addressed the issue of us-
ing spatial information in LCD. In [13], the authors as-
sumed the availability of image sequence as query input
and additionally incorporates the environmental struc-
ture into the scene descriptor, by treating bunches of
visual words with similar optical flow measurements as
single similarity vote. In [14], the authors presented a
reliable LCD method for keyframe-based SLAM in ur-
ban scenes, which estimates the most salient plane in
the live view, converts 3D scenes into orthophoto rep-
resentations, by which 3D LCD can be re-formulated
as an image retrieval problem. In our study, we do not
assume the availability of query image sequence nor a-
priori knowledge on salient 3D planes, but instead we
make use of the 3D map being built online by rvSLAM
as prior.

Our ISI-based approach, which uses 3D information
in 2D matching, is related to but different from the
well-studied computer vision applications of 2d-to-3d
matching [15]. Whereas these previous applications
typically assumed that an optimal 3D reference model
is a-priori built in offline. The current LCD applica-
tions do not have separate offline/online processes, and
the 3D model must be incrementally built online in
real-time. Therefore, typical LCD solutions use just
the BoW representations of every query/mapped im-
age, which is much more compact than the raw map
data. However, matching such BoW representations
poses a significant challenge due to spatial sparseness
and information lost in the vector quantization (i.e.,
image-to-BoW conversion), which is our focus in the
current paper.

3 Approach

3.1 The LCD Framework

We suppose a SLAM process runs in parallel to
the LCD process. The SLAM process reconstructs a
3D map with trajectory estimation, in real-time, from
the sequence of live monocular images. In this paper,
we adopt the state-of-the-art direct image-alignment
based SLAM, LSD-SLAM in [1], as the SLAM algo-
rithm. However, directly memorizing the entire map in
main memory requires a linear cost to the number of
images, which is prohibitive in large-size environments.
Therefore, we do not memorize the entire 3D map in
the main memory. Instead, we extract two kinds of
compact information, visual odometry and ISI, from
the map and memorize them.

The proposed LCD framework consists of two
stages: mapping and localization stages.

The mapping stage aims to build and update an
efficient and compact image database, with their view-
point estimate, in real-time, from live images. First,
a collection of BRIEF descriptors [8] is extracted from
the current live image. Then, each binary BRIEF de-
scriptor is viewed as a visual word and indexed by the
inverted file. Then, ISI (Section 3.2) at each BRIEF
keypoint is extracted and assigned to the visual word.
Then, each visual word is indexed by the inverted in-
dex. Finally, each visual word is checked whether it
is already a member of the incremental dictionary [3]
and if not, it is inserted as a new visual word to the
dictionary.

The localization stage aims to localize and verify
location estimates, in real-time, using live images as
query. First, a collection of BRIEF visual words are
extracted from the current live image, in the same man-
ner as in the mapping stage. Then, a nearest neighbor
search over the database is performed using each visual
word as query. For the sake of reliability, the Hamming
distance of the nearest neighbor BRIEF descriptor is
checked by the ratio test with a pre-set ratio thresh-



old of 0.8 as suggested in [16]. Then, correct matches
are established by island based match grouping. Then,
TF-IDF score is computed from the matches. Finally,
the top-ranked match is scored in terms of inlier count
by RANSAC post-verification.

3.2 Invariant Spatial Information (ISI)

The key concept of the ISI approach is to trans-
form local feature keypoints into an invariant coordi-
nate system. This enables a direct comparison of the
spatial layout between different query and mapped im-
ages. Computational cost for such a transformation is
negligibly low, as the transformation of each mapped
image can be done as a part of the map building pro-
cess, and thus we only have to transform just one image
per query.

The success of the proposed ISI approach depends
on the reliability of the invariant coordinate trans-
formation. The transformation should be invariant
against small environment variations, originated from
dynamic objects, clutters, and the vehicle’s trajectories
of query and mapped images.

Our ISI approach consists of two distinct steps: (1)
We determine the origin of the invariant coordinate
system, termed center-of-scene (CoS) (Section 3.2.1).
(2) We then localize keypoints with respect to the in-
variant coordinate system (Section 3.2.2).

3.2.1 Invariant Coordinate (IC)

The invariant coordinate system is simply repre-
sented by a single dominant invariant 2D landmark
point on the u-v image plane, termed center-of-scene
(CoS). Then, the displacement ∆u of the landmark
from the original image center along the horizontal axis
u is computed. Then, the transformation is defined as
a mapping which shifts each keypoint in the image by
∆u along the horizontal axis.

In this way, the coordinate and transformation are
simply represented by 2D and 1D parameters. Such
a simple representation is relevant to many mobile
robotics applications including autonomous driving, in
which the vertical displacement ∆v is often not so
significant compared with the horizontal displacement
∆u. Such a low-dimensional localization is more ro-
bust than high-dimensional ones from the perspective
of recognition performance.

In this study, we try to detect and use a vanishing
point (VP) in the scene as CoS (black vertical line in
the bottom right panel of Fig.1). To extract a VP, the
input image is cropped by eliminating upper/bottom
20% image regions and then processed by the VP de-
tection algorithm in [17].

Note that such a coordinate transformation comes
with risk. As shown above, the coordinate transfor-
mation relies on the success of CoS estimation, which
is a high-level pattern recognition problem and whose

Figure 2. Invariant Spatial Information.

solution is far from perfect. When the CoS estimation
fails, the transformation will do more harm than good.
Therefore, we need to take into account not only ef-
fect but also risk of using ISI. In this paper, we track
the detected VP over frames and if Euclidean distance
in 2D VP location between the current and previous
frame’s VPs is larger than a pre-set threshold Tvp, we
simply do not use the ISI strategy for such a scene. Tvp

is set 20% of the image width.

3.2.2 Spatial Matching (SM)

Note that the availability of 3D information is very
different between query and mapped viewpoints. For
the mapped viewpoint, its surrounding 3D regions are
often already mapped. Hence, their rich 3D informa-
tion can be provided by the map. For the query view-
point, its surrounding 3D regions are often not mapped
yet or currently under reconstruction. Based on the
consideration, our LCD approach assumes 3D infor-
mation is available only for mapped images.

Given 3D information for the mapped image, each
keypoint in the mapped image can be localized in a
local region R in the query image, which serves as a
matching region (MR) for the keypoint. For simplicity,
we model this MR as a circular region centered at the
keypoint location (colored circles in the bottom right
panel in Fig.1). Fig.2 illustrates MRs for four objects
with different depth for query and reference images.
As can be seen the radius r of the circular region is a
function of the depth d at the keypoint, and it is inverse
proportional to the depth at the feature keypoint that
is predicted from the point cloud: r =w/20d−1, where
w is the image width. Finally, the top-ranked match
is scored in terms of inlier count by RANSAC post-
verification.

Any keypoint whose distance exceeds 90% of the
maximum range of the distance function are regarded
as unreliable and not used for matching. We term the
above spatially-constrained matching strategy as spa-
tial matching (SM).



Figure 3. Experimental environments of dataset
A (left), B (right bottom), and C (right top).

3.3 Scoring

As mentioned, we have introduced two differing ISI-
based methods: invariant coordinate (IC) and spa-
tial matching (SM). These two methods usually pro-
vide different scoring results. The question is how to
fuse these different scoring results to obtain a final de-
cision. To address this issue, we loosely follow the
idea of weighted-sum score in spatial pyramid match-
ing (SPM) [11], and we re-define the score function as
a weighted sum of scores with and without IC/SM:

S =
∑
f∈F0

Stfidf (f) +
∑
f∈F1

1

A(f)
Stfidf (f). (1)

F0 is the entire feature set of the query image, and F1

is the subset whose keypoints are located with the MR
R. The first and the second terms of the Eq.1 are simi-
lar in concept with as the level 0 and 1 similarity scores
in SPM. Stfidf (f) is the TF-IDF score of the feature f .
A(f) is area [pixels] of the feature f normalized by the
image area [pixels]. Accordingly, the inlier count for
RANSAC is computed by adding inlier counts for F0

and F1. Unlike F0, F1 tends to be a sparse feature set,
and if it is very sparse, it is not reliable. To address
this issue, we evaluate the number of level-1 features
that passed SM NF = |F1| and the number of relevant
reference images that passed SM NI , and compute av-
erage number of level-1 features per relevant reference
image NF /NI . Then, if the number of feature matches
is smaller than 10×NF /NI , then we ignore the TF-IDF
score and the inlier count score for F1.

4 Experiments

In this section, our ISI approach is compared with
previous LCD methods in terms of precision and re-
call. We compare our approach with three representa-
tive LCD methods: FAB-MAP [2], DLoopDetector [9],
and iBoW-LCD [3]. The first is the probabilistic LCD
approach introduced in Section 1. The second is the
island-based LCD approach. The third is the recently-
developed LCD approach based on dynamic island and
incremental dictionary.
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Figure 5. Examples of detected loop-closures.
(Top: query images. Bottom: mapped images.)

We augment Malaga dataset (“#5”, “#8” in [18],
and “CAMPUS-2L” in [19]) with ground-truth loop-
closure annotations, as our task aims at LCD, which
are respectively termed dataset A, B, and C. These
datasets are gathered entirely in urban scenarios with a
car equipped with several on-board sensors (Fig.3). We
use left images of the front-facing on-board stereo cam-
era, as monocular input images to our SLAM and LCD
processes. Image size is 1,024×678. We use three dif-
ferent sections of datasets: “CAMPUS-2L” [19], “#8”
and “#5” in [18], each of which consists of image sets
with size 4,675, 10,026, and 4,816, and corresponds to
travel distances 2,000m, 5,000m, and 2,300m. We man-
ually analyzed the GPS information available in the
dataset and annotated viewpoint pairs whose distance
is less than 20m as ground-truth loop-closures.

Following the literature, we evaluate LCD perfor-
mance in terms of recall@100%precision. First, loop-
closure predictions output by an LCD method of inter-
est are merged over all the query viewpoints and sorted
in the descending order of RANSAC score. Then, pre-
cision values at all the 100% precision points are com-
puted in the sorted list. Then, the highest of them is
output as recall@100%precision. Fig.4 shows precision-
recall curve for the proposed approach on the three
datasets.

Tab.1 shows performance results. It can be seen



Table 1. Performance results.
(recall@100%precision)

method A B C
FAB-MAP [2] 53.5 7.3 16.9
DLoopDetector [9] 85.8 17.8 26.1
iBoW-LCD [3] 85.1 26.8 72.5
ISI w/o SM 87.2 19.3 55.2
ISI w/o IC 84.4 37.1 84.7
ISI 86.7 40.2 82.5

that the proposed ISI method outperforms the other
methods for all the datasets considered here. In addi-
tion, performance of the ISI method is better when the
strategies SM and IC are used than when they are not
used. As expected, iBoW-LCD performed best among
the other comparing methods. However, the proposed
method achieved higher performance, mainly owing to
the fact it was often successful in filtering out false pos-
itive loop-closures. Overall, the strategy IC was effec-
tive in improving true positive detection by transform-
ing features to the invariant coordinate system, while
SM was effective for suppressing the false positive de-
tection.

Fig.5 shows examples of detected loop-closures. As
shown in the figure, a main source of failure was rapid
appearance change of scenes which led to inconsistent
loop-closure hypotheses.

5 Conclusions

We presented a method for loop closure detection
based on an invariant coordinate system and invari-
ant spatial information (ISI). We showed its efficacy on
three benchmark datasets and provided results outper-
forming existing state-of-the-art approaches. We plan
to extend our work to incorporate more semantic in-
formation for an improved ISI, as well as learning of
parameters to accommodate different ISI strategies.
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