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#### Abstract

We propose a new method for generating bullet-time images without any 3-D information. In a general way, we estimate 3-D camera pose and a 3-D position of a target point, then compute a homography that moves the target point to the image center. In this work, we re-parameterize the homography without 3-D information of the camera and the target point. We also estimate the homography by using an image matching technique. We compare the proposed method with an existing method that uses 3-D information and show the effectiveness of our method.


## 1 Introduction

A bullet-time is a movie effect that a camera moves around an object in the time-stopping world. Recently, the bullet-time is well used for sports scenes in TVs. In order to realize bullet-time effects, we need to locate multiple cameras so that all their optical axes pass through the same focusing point. However, it is very difficult to satisfy this condition strictly. Therefore, image translation methods are proposed[7][1][3].

These methods compute a homography that translates an input image so that a focusing point moves to the image center by using the camera internal and external parameters. If we do not know camera parameters, we need to estimate them from feature point correspondences between images. For camera parameter estimation and 3-D reconstruction from images, recently, structure from motion techniques are actively studied[4][5]. However, estimating camera parameters from images robustly is very difficult.

In this paper, we propose a new method for generating bullet-time images without any 3 -D information. We assume that we know the camera internal parameter, for example the focal length, a priori. We introduce an image rotation angle, a scale parameter, and an image coordinates of the focusing point as parameters. Then, we re-parameterize the homography by them and estimate it by using an image matching technique. By using this method, we have possibility to robustly generate bullet-time images of the target scenes for which we fail 3-D reconstruction and camera pose estimation.

## 2 Key idea

### 2.1 Parameters for homography

For generating bullet-time images, Tomiyama el al.[7] and Sakamoto el al.[3] compute the following parameters by estimating camera parameters:

1. 3-D coordinates of a focusing point,
2. Camera rotation around the optical axis,
3. Scale parameter of a camera focal length.

We need to know the 3-D coordinates of the focusing point to virtually rotate the camera so that the focusing point moves to the principal point. If we know the relative motion of the two cameras we can compute it by triangulation. We use the scale parameter for aligning the scene scale and compute it based on the distance between the camera and the focusing point. The rotation parameter is used so that the vertical axis of the camera is perpendicular to the ground plane of the scene.

### 2.2 Parameter estimation without 3-D

We virtually estimate the above parameters without using 3-D camera information. We summarize the idea for estimating them as follows:

1. Position of the focusing point(Fig. 1(a))

The 3-D position of the focusing point is used for computing the direction from a camera to it. Therefore, if we detect the projected image coordinates of it, we can compute the direction from the camera to the focusing point. In this paper, we select one image among input images and manually specify the image coordinates of a focusing point on it. Then, for the remaining images, we estimate the focusing point by using our proposed method.
2. Camera rotation around the optical axis(Fig. 1(b))
3. Scaling parameter(Fig. 1(c))

The effect of these two parameters appears on the image transformed by a homography. Therefore, we select a template image among the input images and estimate these parameters by comparing it with the image transformed by them.


Figure 1. Parameters for homography. (a) Direction to the focusing point. (b) Rotation around the optical axis. (c) Scaling for aligning the image scales.

## 3 Homography re-parameterization

### 3.1 Homography for bullet-time

Let $f$ be the focal length of a camera and $\left(c_{x}, c_{y}\right)$ the image coordinates of the principal point. Then, the internal parameter matrix $\boldsymbol{K}$ is written by

$$
\boldsymbol{K}=\left(\begin{array}{ccc}
f & 0 & c_{x}  \tag{1}\\
0 & f & c_{y} \\
0 & 0 & 1
\end{array}\right)
$$

Using a rotation matrix $\boldsymbol{R}$ that rotates the camera so as to locate a focusing point at the principal point, the homography $\boldsymbol{H}$ is obtained by

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{K} \boldsymbol{R} \boldsymbol{K}^{-1} \tag{2}
\end{equation*}
$$

If we denote an $(i j)$ element of the homography $\boldsymbol{H}$ as $h_{i j}$, the relationship between $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ is written by

$$
\begin{equation*}
x^{\prime}=\frac{h_{11} x+h_{12} y+h_{13}}{h_{31} x+h_{32} y+h_{33}}, y^{\prime}=\frac{h_{21} x+h_{22} y+h_{23}}{h_{31} x+h_{32} y+h_{33}} \tag{3}
\end{equation*}
$$

where the point $(x, y)$ is the image coordinates of the input image, and the point $\left(x^{\prime}, y^{\prime}\right)$ is its corresponding image coordinates transformed by $\boldsymbol{H}[2][6]$. If we use the homogeneous coordinates for the image points $\boldsymbol{x}=$ $(x, y, 1)^{\top}$ and $\boldsymbol{x}^{\prime}=\left(x^{\prime}, y^{\prime}, 1\right)^{\top}$, Eq. (3) can be written by

$$
\begin{equation*}
\boldsymbol{x}^{\prime}=Z[\boldsymbol{H} \boldsymbol{x}], \tag{4}
\end{equation*}
$$

where $Z[\cdot]$ denotes a normalization operator $(Z[\boldsymbol{a}] \equiv$ $\boldsymbol{a} / a_{3}, a_{3}$ is the third element of the vector $\boldsymbol{a}$.).

### 3.2 Rotation matrix

Let $\left(g_{x}, g_{y}\right)$ be an image coordinates of a 3-D focusing point $\boldsymbol{G}$. Then, the unit vector $\boldsymbol{e}_{z}$ that passes
through the camera center and the point $\boldsymbol{G}$ is given by

$$
\boldsymbol{e}_{z}=N\left[\left(\begin{array}{c}
g_{x}-c_{x}  \tag{5}\\
g_{y}-c_{y} \\
f
\end{array}\right)\right],
$$

where $N[\cdot]$ denotes a normalization operator $(N[\boldsymbol{a}] \equiv$ $\boldsymbol{a} /\|\boldsymbol{a}\|)$.

Now we consider a camera rotation around the optical axis. We define a camera coordinate system so that we locate its origin at the camera center and set the $Z$ axis along the optical axis and the $Y$ axis to the vertical direction as shown in Fig. 1.

If we rotate the camera coordinate system around the $Z$ axis by $\theta$, the rotated $Y$ axis becomes to $(-\sin \theta, \cos \theta, 0)$, and let $\boldsymbol{e}_{x}$ be the vector product of vectors $(-\sin \theta, \cos \theta, 0)$ and $\boldsymbol{e}_{z}$. Moreover, let $\boldsymbol{e}_{y}$ be the vector product of vectors $\boldsymbol{e}_{z}$ and $\boldsymbol{e}_{x}$. We define the matrix $\boldsymbol{R}$ so that whose row vectors are $\boldsymbol{e}_{x}, \boldsymbol{e}_{y}$, and $\boldsymbol{e}_{z}$ in the form

$$
\begin{equation*}
\boldsymbol{R}=\boldsymbol{R}\left(g_{x}, g_{y}, \theta\right)=\left(\boldsymbol{e}_{x}, \boldsymbol{e}_{y}, \boldsymbol{e}_{z}\right)^{\top} \tag{6}
\end{equation*}
$$

The matrix $\boldsymbol{R}$ is a rotation matrix that rotates the camera so as to locate a focusing point at the principal point.

### 3.3 Image scaling

In order to align the scale of the scene in the bullettime images, we introduce a scale parameter $s$ for the focal length of the camera(Fig. 1(c)). If we replace the focal length $f$ to the scaled focal length $s f$, the internal parameter matrix $\boldsymbol{K}(s)$ is expressed by

$$
\boldsymbol{K}(s)=\left(\begin{array}{ccc}
s f & 0 & c_{x}  \tag{7}\\
0 & s f & c_{y} \\
0 & 0 & 1
\end{array}\right)
$$

and the homography $\boldsymbol{H}$ becomes to

$$
\begin{equation*}
\boldsymbol{H}=\boldsymbol{K}(s) \boldsymbol{R}\left(g_{x}, g_{y}, \theta\right) \boldsymbol{K}^{-1} \tag{8}
\end{equation*}
$$

## 4 Parameter estimation by image matching

In this paper, we assume that we already know the camera internal parameter. Then, we estimate the four parameters $g_{x}, g_{y}, \theta$, and $s$ by using image matching technique.

### 4.1 Image matching

Let $T$ be a template image and $I_{\kappa}^{\prime}$ the $\kappa$-th image transformed by the homography $\boldsymbol{H}$ defined in Eq. (8). We estimate four parameters $g_{x}, g_{y}, \theta$, and $s$ by minimizing the following function $J\left(g_{x}, g_{y}, \theta, s\right)$ :

$$
\begin{equation*}
J\left(g_{x}, g_{y}, \theta, s\right)=\frac{1}{2 N} \sum\left(I_{\kappa}^{\prime}\left(x^{\prime}, y^{\prime}\right)-T(x, y)\right)^{2} \tag{9}
\end{equation*}
$$

where, $T(x, y)$ and $I_{\kappa}\left(x^{\prime}, y^{\prime}\right)$ mean the pixel values of the points $(x, y)$ and $\left(x^{\prime}, y^{\prime}\right)$ in the images $T$ and $I_{\kappa}^{\prime}$, respectively. $N$ means the number of the pixels commonly included in the both image regions.

Since input images are taken from different positions and disparity appears between the two images, Eq. (9) does not become to 0 theoretically even for optimal parameters. However, if the template image and a target image are taken at near positions, Eq. (9) has small value for optimal parameters. Therefore, we regard the parameters that minimize Eq. (9) as the optimal parameters.

We select a template image among an already transformed image sequence. If we have no transformed image, we select one image among the input image sequence and transform it by manually specifying those four parameters.

Let $p_{i}, i=1, \ldots, 4$ be $g_{x}, g_{y}, \theta$, and $s$, respectively. Then, the derivative of Eq. (9) by $p_{i}$ is obtained by

$$
\begin{equation*}
\frac{\partial J}{\partial p_{i}}=\frac{1}{N} \sum\left(I_{\kappa}^{\prime}\left(x^{\prime}, y^{\prime}\right)-T(x, y)\right)\left(I_{x^{\prime}}^{\prime} \frac{\partial x^{\prime}}{\partial p_{i}}+I_{y^{\prime}}^{\prime} \frac{\partial y^{\prime}}{\partial p_{i}}\right) \tag{10}
\end{equation*}
$$

where, $I_{x^{\prime}}^{\prime}$ and $I_{y^{\prime}}^{\prime}$ are pixel values of the smooth differential images for $x^{\prime}$ and $y^{\prime}$ directions. By using the Gauss-Newton approximation, the second derivative of Eq. (9) is obtained by

$$
\begin{equation*}
\frac{\partial^{2} J}{\partial p_{i} \partial p_{j}}=\frac{1}{N} \sum\left(I_{x^{\prime}}^{\prime} \frac{\partial x^{\prime}}{\partial p_{i}}+I_{y^{\prime}}^{\prime} \frac{\partial y^{\prime}}{\partial p_{i}}\right)\left(I_{x^{\prime}}^{\prime} \frac{\partial x^{\prime}}{\partial p_{j}}+I_{y^{\prime}}^{\prime} \frac{\partial y^{\prime}}{\partial p_{j}}\right) . \tag{11}
\end{equation*}
$$

We can show differentials $\partial x^{\prime} / \partial g_{k}, \partial y^{\prime} / \partial g_{k}, k=x, y$ as follows:

$$
\begin{aligned}
\frac{\partial x^{\prime}}{\partial g_{k}} & =\frac{h_{11}^{\left(g_{k}\right)} x+h_{12}^{\left(g_{k}\right)} y+h_{13}^{\left(g_{k}\right)}}{h_{31} x+h_{32} y+h_{33}} \\
& -\frac{\left(h_{11} x+h_{12} y+h_{13}\right)\left(h_{31}^{\left(g_{k}\right)} x+h_{32}^{\left(g_{k}\right)} y+h_{33}^{\left(g_{k}\right)}\right)}{\left(h_{31} x+h_{32} y+h_{33}\right)^{2}}
\end{aligned}
$$



Figure 2. Flow of our bullet-time image generation

$$
\begin{align*}
\frac{\partial y^{\prime}}{\partial g_{k}} & =\frac{h_{21}^{\left(g_{k}\right)} x+h_{22}^{\left(g_{k}\right)} y+h_{23}^{\left(g_{k}\right)}}{h_{31} x+h_{32} y+h_{33}} \\
& -\frac{\left(h_{21} x+h_{22} y+h_{23}\right)\left(h_{31}^{\left(g_{k}\right)} x+h_{32}^{\left(g_{k}\right)} y+h_{33}^{\left(g_{k}\right)}\right)}{\left(h_{31} x+h_{32} y+h_{33}\right)^{2}} \tag{13}
\end{align*}
$$

where, we define $h_{i j}^{\left(g_{k}\right)}, i, j=1, \ldots, 3, k=x, y$ as the differentials of $h_{i j}$ by $g_{k}$. Here by limitation of the pages, we omit the details. We also have the differentials $\partial x^{\prime} / \partial \theta, \partial y^{\prime} / \partial \theta, \partial x^{\prime} / \partial s$, and $\partial y^{\prime} / s$ as follows:

$$
\begin{align*}
\frac{\partial x^{\prime}}{\partial \theta} & =s f \frac{R_{11}^{(\theta)}\left(x-c_{x}\right)+R_{12}^{(\theta)}\left(y-c_{y}\right)+R_{13}^{(\theta)} f}{R_{31}\left(x-c_{x}\right)+R_{32}\left(y-c_{y}\right)+R_{33} f}  \tag{14}\\
\frac{\partial y^{\prime}}{\partial \theta} & =s f \frac{R_{21}^{(\theta)}\left(x-c_{x}\right)+R_{22}^{(\theta)}\left(y-c_{y}\right)+R_{23}^{(\theta)} f}{R_{31}\left(x-c_{x}\right)+R_{32}\left(y-c_{y}\right)+R_{33} f}  \tag{15}\\
\frac{\partial x^{\prime}}{\partial s} & =f \frac{R_{11}\left(x-c_{x}\right)+R_{12}\left(y-c_{y}\right)+R_{13} f}{R_{31}\left(x-c_{x}\right)+R_{32}\left(y-c_{y}\right)+R_{33} f}  \tag{16}\\
\frac{\partial y^{\prime}}{\partial s} & =f \frac{R_{21}\left(x-c_{x}\right)+R_{22}\left(y-c_{y}\right)+R_{23} f}{R_{31}\left(x-c_{x}\right)+R_{32}\left(y-c_{y}\right)+R_{33} f} \tag{17}
\end{align*}
$$

where, $R_{i j}$ is an (ij) element of the rotation matrix $\boldsymbol{R}$ defined by Eq. (6) and $R_{i j}^{(\theta)}$ is its differential by $\theta$.

### 4.2 Levenberg-Marquardt method

By using the Levenberg-Marquardt method, we estimate the parameters that minimize the Eq. (9). We summarize the algorithm as follows:

1. Initialize $\left(g_{x}, g_{y}\right), \theta$, and $s$. Set $C=0.0001$.
2. Compute $\boldsymbol{H}$ and the initial value of Eq. (9) as $J_{0}$.
3. Compute the first derivatives $\partial J / \partial g_{x}, \partial J / \partial g_{y}$, $\partial J / \partial \theta$, and $\partial J / \partial s$, and the second derivatives $\partial^{2} J / \partial g_{x}^{2}, \quad \partial^{2} J / \partial g_{x} \partial g_{y}, \quad \partial^{2} J / \partial g_{x} \partial \theta, \quad \partial^{2} J / \partial g_{x} \partial s$, $\partial^{2} J / \partial g_{y}^{2}, \quad \partial^{2} J / \partial g_{y} \partial \theta, \quad \partial^{2} J / \partial g_{y} \partial s, \quad \partial^{2} J / \partial \theta^{2}$, $\partial^{2} J / \partial \theta \partial s$, and $\partial^{2} J / \partial s^{2}$.


Figure 3. Generated bullet-time images: colorful-bear. (a) input images, (b) proposed method, (c) existing method with 3-D information


Figure 4. Parameter estimation test. (a) Original image of the first frame. Red lines show the center line of the image. (b) Transformed template image. Red circle shows the manually specified focusing point. The parameters $\theta$ and $s$ are set to $0^{\circ}$ and 1 , respectively. Blue rectangular region shows the target region for image matching. (c) Target image that is transformed from (a). (d) Generated image by our method.
4. Solve the following equation.

$$
\left(\begin{array}{ccc}
(1+C) \partial^{2} J / \partial g_{x}^{2} & \partial^{2} J / \partial g_{x} \partial g_{y} & \partial^{2} J / \partial g_{x} \partial \theta \\
\partial^{2} J / \partial g_{x} \partial g_{y} & (1+C) \partial^{2} J / \partial g_{y}^{2} & \partial^{2} J / \partial g_{y} \partial \theta \\
\partial^{2} J / \partial g_{x} \partial \theta & \partial^{2} J / \partial g_{y} \partial \theta & (1+C) \partial^{2} J / \partial \theta^{2} \\
\partial^{2} J / \partial g_{x} \partial s & \partial^{2} J / \partial g_{y} \partial s & \partial^{2} J / \partial \theta \partial s  \tag{18}\\
\partial^{2} J / \partial g_{x} \partial s \\
\partial^{2} J / \partial g_{y} \partial s \\
\partial^{2} J / \partial \theta \partial s \\
(1+C) \partial^{2} J / \partial s^{2}
\end{array}\right)\left(\begin{array}{c}
\Delta g_{x} \\
\Delta g_{y} \\
\Delta \theta \\
\Delta s
\end{array}\right)=-\left(\begin{array}{c}
\partial J / \partial g_{x} \\
\partial J / \partial g_{y} \\
\partial J / \partial \theta \\
\partial J / \partial s
\end{array}\right)
$$

5. Compute $J=J\left(g_{x}+\Delta g_{x}, g_{y}+\Delta g_{y}, \theta+\Delta \theta, s+\Delta s\right)$.
6. If $\left|J-J_{0}\right|<\delta$ or $J<J_{0}$, go to Step 7. Else, let $C \leftarrow 10 C$ and go back to Step 4 .
7. Modify the parameters as $g_{x} \leftarrow g_{x}+\Delta g_{x}, g_{y} \leftarrow$ $g_{y}+\Delta g_{y}, \theta \leftarrow \theta+\Delta \theta$, and $s \leftarrow s+\Delta s$,
8. If $\left|\Delta g_{x}\right|<\epsilon_{g_{x}}$ and $\left|\Delta g_{y}\right|<\epsilon_{g_{y}}$ and $|\Delta \theta|<\epsilon_{\theta}$ and $|\Delta s|<\epsilon_{s}$, return $g_{x}, g_{y}, \theta$ and $s$, and stop the procedure. Else, let $J_{0} \leftarrow J$ and $C \leftarrow C / 10$ and go back to Step 3.

### 4.3 Flow of our method

We summarize the flow of our bullet-time image generation(Fig. 2).

1. Initial template image generation:

We first select one image among input image sequences and convert it by the homography $\boldsymbol{H}$. For computing the homography $\boldsymbol{H}$, we manually specify the image coordinates of a focusing point $\left(g_{x}, g_{y}\right)$ and set the values of $\theta$ and $s$ be $0^{\circ}$ and 1 , respectively (Fig. 2 (1)). We use it as the template image for the first parameter estimation.
2. Parameter estimation and bullet-time image generation:

We estimate a homography parameters by comparing the template image with the neighboring input image and generate bullet-time image by the estimated parameters(Fig. 2 (2) ). For the initial values of the proposed method, we use the estimated values in the previous estimation step.

We set the generated bullet-time image as the new template image and repeat Step 2 for all the input images.

## 5 Experiments

We did two experiments for confirm the efficiency of our proposed method.


Figure 5. Generated bullet-time images: louvre. (a) input images, (b) proposed method, (c) existing method with 3-D information


Figure 6. Camera positions reconstructed by VisualSFM. The red, green, and blue lines indicate the $X, Y$, and $Z$ axes of the camera coordinate system for each camera. The green circles show the camera positions that can not compute their poses by VisualSFM.

### 5.1 Parameter estimation

First, we tested parameter estimation of our method. We used the first frame of Fig. 3(a) for this experiment. Figure 4(a) is the original image. We manually specified a focusing point, which was shown as the red circle in Fig. 4(b). Figure 4(b) is the transformed image so that the focusing point moves to the image center. Here, we set $\theta=0$ and $s=1.0$. We used the blue rectangular region for image matching. We also manually applied the image scaling and rotation for the image shown in Fig. 4(a). We used the scaling parameter $s=1.1$ and the rotation angle $\theta=-5^{\circ}$. The transfomed image is shown in Fig. 4(c). By using Fig. 4(b) as the template image and Fig. 4(c) as the target image, We applied our proposed method and estimated the homography parameters.

The estimated values are $s=0.90879$ and $\theta=$ $4.9721^{\circ}$. Since $1.1 \times 0.90879=0.99967$ and $5.0-$ $4.9721=0.0279$, we confirmed that the estimated values are accurate. We also checked the estimated focusing point visually, then we confirmed that the focusing
point was located at the image center. We show the generated bullet-time image in Fig. 4(d).

### 5.2 Bullet-time image generation

### 5.2.1 Data1: colorful-bear

We generated a bullet-time images for the input 100 frame sequence (Fig. 3(a)). We selected the first frame as the initial template image and used the same setting shown in the first experiment(Fig. 4(a)). Fig. 3(b) shows the generated bullet-time images by our method. For the initial values of $\theta$ and $s$, we used the estimated values for the previous image. For the focusing point, we applied a feature point matching between the template image and the target image and used the result as the initial value of our method. We also used the generated bullet-time image as the template image of the next frame. From Fig. 3(b), we can see that the focusing point was not located at the image center after the 65 -th frame. Because, in this experiment, we estimated homography parameters by using the neighboring frame as the template, miss estimation of the focusing point propagated frame to frame.

For comparison, we reconstructed the camera motions and the 3-D position of the focusing point by Visual SFM[8] and generated the bullet-time images by the method of Sakamoto[3]. Figure 3(c) shows the resulting bullet-time images. As you can see that the generated images look natural and the focusing point is fixed at the image center. By comparing the result of two methods, the scaling parameters were estimated larger than that of the existing method. These error also propagated frame to frame.

### 5.2.2 Data2: louvre

We also tested our method for other input sequences. Figure 5(a) is seven decimated images from 60 frame sequence. In this scene, the view-point changes smoothly, however, two persons move behind the target object.
(a)

(b)
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5-th frame
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Figure 7. Generated bullet-time images: Temizuya. (a) input images, (b) proposed method that estimates all four parameters, (c) proposed method that estimates only scaling and angle parameters.

We selected the first frame as the initial template image. Figure 5(b) shows the generated bullet-time images by our method. As you can see, the focusing point is almost fixed at the image center and the generated bullet-time images look like natural.

Figure $5(\mathrm{c})$ shows the bullet-time image generated by the method of Sakamoto. For this scene, we could not compute eleven camera poses by VisualSFM. We shows the reconstructed camera poses in Fig. 6 and marked the missing camera positions by the green circles. In Fig. 5(c), we could not generate the bullet-time image of the 50 -th frame because of the lack of its camera pose information.

From this result, we can show that the proposed method can generate bullet-time images of the scenes for which we fail camera pose estimation. This is an advantage of our proposed method for the existing method.

### 5.2.3 Data3: Temizuya

Figure $7(\mathrm{a})$ is seven decimated images from 22 frame sequence. In this scene, the view-point changes significantly frame to frame. So, miss-estimation of the focusing point occurs in some images (Fig. 7(b)). Therefore, we manually specified the focusing point on each frame and estimated only the scale and the rotation parameters. The resulting bullet-time images are shown in Fig. 7(c). From this result, we could generate visually natural bullet-time images.

However, in order to improve the performance of our method, we need to stably estimate focusing point. This is one of the future works.

## 6 Conclusions

We proposed a new method for generating bullettime images without any 3 -D information. We reparameterized the homography without 3-D informa-
tion of the camera and the target point and estimated the homography parameters by using an image matching technique. From the experiments, we confirmed the efficiency of our method. For generating a bullet-time sequence, however, we should solve the problem that how do we select a proper template image and initial parameters.
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