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Abstract

Stereo vision has been the most widely used passive
3D sensing technology for a variety of vision tasks. 3D
coordinates are computed by triangulating correspon-
dences found in the stereo image pair. For homoge-
neous areas where stereo matching fails, a stereo projec-
tor system can be employed by actively projecting auwil-
iary texture onto the scene. However, the applicability
of this approach is restricted to indoor scenarios, since
in outdoor environment where the sunlight is strong,
the projected pattern is almost invisible. A simple in-
crease in contrast of the projection leads to dramatic
rise of the noise level, which again has an adverse im-
pact on the matching algorithm.

We propose a novel framework to tackle this prob-
lem, exploiting adaptive contrast improvement with de-
noising techniques using convolutional neural networks
(CNNs) on the difference images to digitally enhance
the projection, which is later added back onto the image
pair to assist stereo matching. In order to learn an op-
timal denoising network dedicated to the projected pat-
tern, a straightforward workflow is devised to allow for
convenient acquisition of moisy and noiseless pattern
images for the input and ground truth respectively. Ezx-
tensive evaluation on real-world data compared to the
state of the art justifies the effectiveness of not only
the presented denoising CNN architecture and training
routine, but also the entire pipeline for outdoor active
stereo reconstruction.

1 Introduction

Despite the rapid development in commercial depth
sensors leveraging diverse 3D sensing technologies, such
as light field for Raytrix cameras [17], structured light
(SL) for Kinect v1 and time of flight (ToF) for Kinect
v2 [20], stereo systems are still one of the go-to so-
lutions in many research and industrial applications
by virtue of the compactness, computational efficiency,
high resolution, as well as low cost and power consump-
tion. However, passive stereo usually has difficulty in
matching low-texture surfaces, producing invalid depth
maps for those regions. A straightforward solution is to
“paint” the scene with projected auxiliary texture [13],
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which provides unique pattern along the horizontal di-
rection. This helps to block-matching algorithms for
finding matches in the stereo image pair for computing
range by triangulation. This approach has successfully
found its application in the newly released Intel Re-
alSense D400 series [10].

Recent hardware advancement has remarkably im-
proved not only the resolution, frame rate and signal-
to-noise ratio (SNR), but also the dynamic range in
modern camera sensors. Nonetheless, strong external
light sources such as sunlight still pose a huge challenge
to active illumination—camera systems. FE.g., Kinect,
as one of the most successful legacy depth sensors, is
only applicable to indoor environment. Even the latest
Intel RealSense D400 series need to rely on the orig-
inal grayscale image texture outdoors, as the IR pat-
tern projection is too weak to be seen when directly
exposed in sunlight. Figure la illustrates this phe-
nomenon, while the random points projected on the
board are barely visible, so that stereo reconstruction
in Figure 1c completely fails in this region.

On the other hand, convolutional neural networks
(CNNs) have proven to be well-suited for solving a
plethora of image restoration tasks [23, 26]. In this
paper, we propose a novel framework to address the
“disappearing” active projection problem by exploiting
proper CNN architectures for enhancing the contrast
of the pattern, while, at the same time, suppressing
the extreme image noise owing to the short exposure
time while acquired outdoors (see Figure 1b). In or-
der to learn an optimal denoising model tailored to
the projected pattern, a workflow is developed to allow
for convenient acquisition of noisy and noiseless train-
ing data. Extensive experiments demonstrate that our
network trained with these insights outperforms state-
of-the-art algorithms (see Figure 1le). Moreover, we
devise a synthetic back-projection scheme to overlay
the clean patterns onto the original stereo images (see
Figure 1d). In this way, not only the auxiliary pro-
jected texture, but also the raw image information can
be utilized for stereo reconstruction (see the board and
the foam in Figure 1f).

Our main contributions are summarized as follows:

e A straightforward workflow facilitating simulta-
neous acquisition of realistic noisy and noiseless
training data is devised to boost the performance
of CNN pattern denoising.



(a) Original pattern projection

(b) Difference image

(d) Overlay of (e) on (a)

(e) Denoised result using ASD-Net

(f) Depth map with (d)

Figure 1: Overview of the proposed framework with example results on real-world image data captured outdoors
using the prototype in Figure 4. Best viewed by zooming in the electronic version.

e Building on the U-Net architecture [18] and the
residual learning idea [9], we propose a state-of-
the-art solution, coined Active Stereo Denoising
Network (ASD-Net), for solving the outdoor active
stereo problem.

e We present a novel strategy with synthetic overlay
of the denoised pattern projection onto the input
image to combine the merits of both active and
passive stereo vision.

e To the best of our knowledge, the entire pipeline
is the first successful attempt on outdoor active
stereo using CNN-based denoising.

2 Related work

Active stereo As being one of the classic and
most studied methods for 3D sensing, stereo vision
has been showing its edge against other popular al-
ternatives such as ToF, SL, LiDAR and light field
over the years. Current passive stereo algorithms of-
fer very good precision and efficiency [8], but suffer
from dropouts at textureless areas where stereo match-
ing fails, which can be alleviated by supplementing the
system with a texture projector. This, in comparison
with the passive mechanism, is known as active stereo
[13]. Unlike SL approaches with a single camera, active
stereo does not, presume a known geometry of the light
pattern, thus possible with unstructured light [16]. A

myriad of studies have been presented to investigate
the optimal pattern [15], better reconstruction quality
[22], etc. Recently, Intel released the RealSense D400
camera series with an IR projector module and two
cameras for IR as well as visible spectra [10], which can
deliver high-quality depth maps of up to 1280 x 720 pix-
els in real time thanks to the highly efficient onboard
semi-global matching implementation [11], but still suf-
fer from the “disappearing” pattern projection problem
in outdoor environment.

To rise to the challenge of noise removal from exter-
nal light, some authors adopt spacetime stereo (STS)
by using many frames with different projection pat-
terns [5, 28]. Sagawa and Satoh [19] extract the
light signals of the illuminant by removing ambient
light with spread spectrum modulation for better SNR,
which is also suitable for moving objects, however, with
the minimum requirement of 40 mW laser power.

Image denoising As a long-time research topic
in low-level vision, image denoising has received sub-
stantial attention in the image processing community,
which results in diverse methods for image prior mod-
eling, including Markov Random Fields (MRFs) [14],
self-similarity-based non-local means (NLM) [1] and
block-matching and 3D filtering (BM3D) [4], sparse
representation [6], weighted nuclear norm minimization
(WNNM) [7], ete. Lately, the breakthrough in deep
learning and especially CNNs has revolutionized im-
age denoising. In [2], Burger et al. leverage multi-layer
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Figure 2: Pipeline for training our ASD-Net using

perceptron (MLP) to achieve fast inference and compa-
rable performance as traditional BM3D. Zhang et al.
propose DnCNN [25] with a deep sequential architec-
ture and residual learning [9], which recovers the noise
map for additive white Gaussian noise (AWGN). Later,
they present FFDNet [27] to first estimate pixel-wise
noise levels in the image before the denoising network.
A summary of recent work can be found in [21].

Most discriminative denoising algorithms are
learned on synthetic data due to the simplicity of gen-
erating large amount of ground truth training data
based on clean images with AWGN or salt-and-pepper
noise. However, it is proved that realistic images pro-
vide unique characteristics, which is beneficial to the
actual task. E.g., the See-in-the-Dark (SID) dataset [3]
captured with raw sensor data under extreme low-light
circumstances can help to train a deep CNN suitable
for noise removal with high color fidelity. This inspires
us to acquire our own dataset for the specific random
point pattern in active stereo.

3 Pipeline for outdoor active stereo

The first goal of this work is to recover a clean pat-
tern image x from a noisy input y, which is obtained
by subtracting a captured image with active projection
from that without it, under the assumption of an ad-
ditive noise y = x + n. Unlike most related work with

realistic images collected with a special hardware setup.

AWGN, the noise term n follows an unknown prior,
which should be learned in a data-driven manner.

3.1 Acquisition of training data

A large number of realistic images is essential for
training CNNs. In the case of active stereo, we need
difference image pairs {x;,y;} of the same scene, while
the following challenge must be addressed:

e For capturing x; where the clean projection pat-
tern is well visible, it should be acquired indoors
with long exposure time.

e For capturing y; where the projection pattern is
contaminated with strong image noise, it should
be acquired outdoors with short exposure time.

So question arises as to where to collect the training
data to meet the requirement for variable length of ex-
posure. The strategy employed in [3] is not applicable,
as their objective is to obtain the ground truth clean
images in low-light environment.

We present a special hardware setup to solve this is-
sue. Two LED floodlights with 20000 1m are deployed
to serve as artificial sunlight sources, which facilitates
convenient indoor acquisition. The concrete workflow
is depicted in the upper part of Figure 2. Obviously,
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Figure 3: Network architecture of our ASD-Net, which
is a modified version of U-Net [18].

by turning on the lights, the exposure time can be sup-
pressed to a very short duration, so that the projected
pattern is barely visible on the right part of the first
image in the middle row, similar to the outdoor sce-
nario in Figure la. Afterwards, contrast-limited adap-
tive histogram equalization (CLAHE) [30] is utilized
to enhance the contrast of the point pattern in both
x; and y;. Note that although this step is optional by
virtue of the capabilities of CNNs, we find it offers small
performance boost as well as better visualization. To-
tally 100 image pairs with different objects in the scene
are acquired, which are partitioned into 75, 15 and 10
for training, validation and evaluation respectively.

3.2 Active Stereo Denoising Network (ASD-Net)

After collecting the appropriate training data, our
ASD-Net is now described in detail. In the state-of-
the-art CNN denoiser DnCNN [25], residual learning [9]
is proved not only to allow for greater network depth,
but also to ease the learning of the denoising task. In
this sense, we adopt this principle to estimate the noise
map n from the input y. As such, this is equivalent to
adding an identity shortcut into the network.

Unlike the sequential single-scale approach in
DnCNN;, a multi-scale network, i.e., U-Net [18], is in-
vestigated in our work, since it is proved to be effective
for many pixel-level tasks. Furthermore, its architec-
ture similar to an auto-encoder has the potential to ef-
fectively encode the spatial distribution of the specific
random point pattern in our active stereo setup.

Figure 3 illustrates our ASD-Net. In this symmet-
ric architecture, each convolution block is composed
of two 3 x 3 convolution layers, which is followed by
a max pooling or deconvolution layer to shrink or en-
large the resolution respectively. The deeper it goes,
the more feature maps are used to extract higher-level
information without adding too much computational

Figure 4: Prototype of our active stereo system.

burden thanks to the smaller resolutions. The out-
puts of the left blocks are concatenated to the right
part to promote and combine lower-level information
with higher-level abstraction. An important difference
of ASD-Net to the original U-Net lies in the convolu-
tion layers. Since no padding is implemented in U-Net,
the right part of the network has a lower resolution
than the counterparts on the left, which is not desired
in our task. Instead, we make zero-padding to ensure
same resolution of input and output images. Moreover,
the number of feature maps in each convolution layer
is halved to accelerate the inference while still able to
outperform DnCNN.

Implementation details Our ASD-Net is im-
plemented with the TensorFlow framework. During
the training, each image from Section 3.1 is divided
into 820 patches of 256 x 256 pixels, leading to 61 500
training samples in total. To further enrich the train-
ing corpus, common data augmentation techniques are
employed, including random rotation, mirroring and
gray-level jittering. Besides, we impose extra AWGN
to degrade the input images, as the two floodlights are
still not as strong as the sun. The Adam optimizer [12]
is utilized with 81 = 0.9, B2 = 0.999, ¢ = 10~%, and
the initial learning rate of 10~* with a decay rate of 0.1
applied halfway through the totally 1000 epochs. We
adopt the ¢5 loss for training, although other prevailing
losses are also easily applicable [29].

3.3 Denoised pattern overlay for stereo matching

After the difference images are processed by ASD-
Net, an intuitive way for the final step is to directly run
stereo algorithms on the outputs for the scene recon-
struction. Nevertheless, these pure pattern images (see
Figure le) do not convey any more information than
those with SL solutions. In order to maximize the ben-



Figure 5: Qualitative results on real-world image data captured outdoors: (a) original pattern projection; (b)
overlay of denoised pattern using ASD-Net; (c) depth map with (a); (d) depth map with (b); (e) depth map using
Kinect v1. Best viewed by zooming in the electronic version.

Figure 6: Outdoor data acquisition for evaluation with
the prototype system in Figure 4 and a Kinect v1.

efit of the stereo system, we devise a posterior back-
projection scheme to overlay the clean patterns onto
the original stereo images (see Figure 1d). As such, the
supplemental image texture can add extra robustness
and precision to the active stereo framework. As an
example, the foam in Figure 1f outside the projection
area is now reconstructible. The merits of both active
and passive stereo vision are thereby fully exploited.

4 Experiments

In this section, we validate the effectiveness of the
proposed solution for outdoor active stereo. Stan-
dard metrics peak signal-to-noise ratio (PSNR) and
structural similarity (SSIM) [24] are used to quantita-
tively benchmark the denoising performance of ASD-

Table 1: Quantitative denoising results in PSNR and
SSIM on the indoor test data.

Approach PSNR  SSIM
NLM [1] 1550  0.37
BM3D [4] 1554 0.39

DnCNN [25] (original model)  15.68  0.46
DnCNN [25] (own model) ~ 19.96  0.68
ASD-Net 19.98 0.83

Net compared to state-of-the-art approaches NLM [1],
BM3D [4] and DnCNN [25] on the test images of
the collected indoor data with ground truth (see Sec-
tion 3.1), which are reported in Table 1. It can first
be seen that the original DnCNN model for natural
images from the authors [25] slightly outperforms the
classic non-deep NLM and BM3D. On the other side,
the baseline DnCNN model trained on our active pro-
jection data gives a huge boost, justifying the necessity
of realistic data for these domain-specific images. The
investigated ASD-Net, as expected, provides the high-
est quantitative scores, especially in the perception-
based SSIM, which is attributed to the multi-scale ar-
chitecture for better extraction of semantic informa-
tion. Moreover, for input images of 1920 x 1200 pixels,
the runtime measured on an NVIDIA GeForce GTX
1080 Ti GPU is significantly reduced from 0.55s with
DnCNN down to 0.19s with our ASD-Net.

A second dataset is acquired on a sunny day to eval-
uate our outdoor active stereo pipeline (see Figure 6).
Sample results in Figure 5 show that the original pro-
jection in Figure 5a offers very limited help for stereo
matching. In comparison, the presented synthetic over-
lay of the denoised pattern in Figure 5b demonstrates
promising improvement for the depth maps. On a final



note for completeness, Kinect v1, which is designed for
indoor usage, works only at dark areas where its pat-
tern is still visible.

5 Conclusions

This paper proposes the first effort on outdoor active
stereo using CNN-based denoising. A straightforward
workflow facilitating convenient acquisition of realistic
ground truth data is devised, which, coupled with our
dedicated ASD-Net, leads to state-of-the-art denoising
performance on active stereo images. Finally yet im-
portantly, a novel strategy with synthetic overlay of
the denoised pattern onto the input image successfully
combine the merits of both active and passive stereo
vision. Future work on our ASD-Net will focus on
simultaneous exploitation of stereo images for better
consistency and direct depth inference.
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