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Abstract

Although there are several effective methods for plac-
ing sample points on contours drawn with a certain
stroke order and number, little attention has been paid
to methods for placing sample points on contours with
an uncertain stroke order and number. In this paper,
we place sample points appropriately on such contours
using an optimization method. The underlying idea
is to take into account the degree in graph theory and
edge length in geometry for the optimization. Using a
dataset of line drawings, we confirm that our method
provides an appropriate placement of sample points in
terms of shape retrieval.

1 Introduction

Consider extracting some points from the contours
of a shape that are described by line drawings using a
pen or are boundaries obtained through image segmen-
tation. The extracted points are called sample points.
Typically, instead of contours, we use sample points to
reduce the computational cost of processing the shape.
The contours are represented as a set of points. The
contours have a certain stroke order and number when
they represent letters, such as the English alphabet
and Arabic figures. However, generally, they have an
uncertain order and number, for example, when they
represent a picture of a symbol. Although vertex de-
tection using a polygonal line approximation (PLA)
for curves, such as [1, 2], and locating high curvature
points, which were introduced in [3, 4, 5], should be ef-
fective for contours drawn with a certain stroke order
and number, they do not work well for contours drawn
with an uncertain stroke order and number because of
their dependence on the stroke order and number. Lit-
tle attention has been paid to placing sample points on
such contours. Thus, the purpose of this paper is to
provide an optimization method, which is a type of di-
rect search [6], for placing sample points appropriately
on such contours. This method will allow for the anal-
ysis of a greater variety of shapes. Using a dataset of
line drawings, we demonstrate that our method yields
a good placement of sample points in terms of shape
retrieval.

This paper is organized as follows: We start by con-
sidering where sample points should be located on such
contours and then present our method in Section 2. Us-
ing a dataset of line drawings, we examine our method
in Section 3. Finally, we provide a summary in Section
4.

2 Placement of Sample Points

The first problem to be clarified is where sample
points should be located on the contours of line draw-
ings drawn with an uncertain stroke order and num-
ber. As a similar problem, we can extract characteris-
tic points from contours obtained by a thinning opera-
tion [7] for digital image curves. In that extraction, all
points (pixels) that consist of a contour are divided to
the end, branch, or passing points, and then the con-
tours are represented by segments based on the end and
branch points. This implies that the end and branch
points are characteristic of the contours. In this paper,
we further develop the characteristic points to make
sample point-based shape analysis easier. Specifically,
we regard sample points as vertices of a graph over
the contours. Then, each vertex should be located on
a point that has a high degree (the number of edges
incident to it [8]) and long edge. Such a point plays a
vital role in representing the shape of contours. Thus,
the aim of this paper is to automatically place sample
points at such locations for contours drawn with an
uncertain stroke order and number.

2.1 Notation

Let S be a set of points that consist of contours of a
shape. We assume that S is a finite set. For example,
when we consider a set of pixels of digital image con-
tours, it satisfies this assumption. When we consider
contours in the x-y plane, extracting finite points from
the contours provides a finite set. We denote n sam-
ple points by (x1, y1), . . . , (xn, yn), and assume that
3 ≤ n ≤ |S | holds.

In fact, the placement problem for n sample points
falls into a combinational optimization problem when
we choose n sample points from the set of points.

Clearly, the total number of choices is
(| S |

n

)
. Depend-

ing on | S | and n, that number can be very large; thus,
we cannot process all the choices. Hence, in this pa-
per, we present a search method for efficiently deter-
mining a good choice that corresponds to a placement.
The search method is an optimization without deriva-
tive information, which makes it suitable for problems
with non-smooth objective functions. Additionally, it
is quite simple and easy to use.

2.2 Method

Consider a complete graph Kn given by n vertices
[8]. The n vertices are fixed by the coordinates of n
sample points, that is, (x1, y1), . . . , (xn, yn) in S. For
simplicity, let Pn = {(x1, y1), . . . , (xn, yn)}. All the
edges of Kn have a common width (thickness) de-
noted by w, and the set of points on all the edges
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Figure 1. Set of points on all edges with a com-
mon width w.

is given by E (w ; Pn). Figure 1 illustrates an ex-
ample of E (w ; P3). In this figure, the crosses rep-
resent vertices and dots represent points in a set S.
The shaded portions represent edges with a common
width w. Then, | E (w ; P3) | = 6 in this example. For
any i ∈ {1, . . . , n}, deleting the i-th vertex at (xi, yi)
yields a complete graph Kn−1 whose n− 1 vertices are
given by Pn \ {(xi, yi)}, where \ denotes the set dif-

ference. For simplicity, let P(xi,yi)
n−1 = Pn \ {(xi, yi)}

again. Then, E
(
w ; P(xi,yi)

n−1

)
denotes the set of points

on all the edges of Kn−1. For example, regard-
ing the bottom sample point in Figure 1, we obtain∣∣∣ E

(
w ; P(x3,y3)

2

) ∣∣∣ = 2. We then evaluate the contri-

bution to the i-th vertex using

f (xi, yi ; w,Pn) =
∣∣∣ E (w ; Pn) \ E

(
w ; P(xi,yi)

n−1

) ∣∣∣ .
(1)

Using this contribution, we perform a direct search
method to locate n vertices. Specifically, given the
set of points S:
1. Fix n and w, which denote the number of vertices

and edge width, respectively.

2. Select n initial vertices, (x1, y1), . . . , (xn, yn) ∈ S,
which are different.

3. Repeat the following steps while s < s′ holds.

(a) Memorize the coordinates of the current ver-
tices, (x1, y1), . . . , (xn, yn) ∈ S, and con-
struct Pn = {(x1, y1), . . . , (xn, yn)}.

(b) Set s to be the sum of contributions∑n
i=1 f (xi, yi ; w,Pn).

(c) For all i ∈ {1, . . . , n}, based on P(xi,yi)
n−1 , re-

place (xi, yi) in Pn with

(x′, y′) =
argmax

(x,y)∈S\P(xi,yi)

n−1

f (x, y ; w,Qn(x, y)) , (2)

where Qn(x, y) = P(xi,yi)
n−1 ∪ {(x, y)}.

(d) Set s′ to be the sum of contributions using
the replaced elements in Pn.

4. Draw the memorized vertices as sample points.

Figure 3. Example of the resultant placement us-
ing the PLA: a feminine-shaped line drawing.

Figure 4. Example of the resultant placement us-
ing our method: a feminine-shaped line drawing.

Thus, based on the memorized vertices, we place sam-
ple points on the contours. Note that the sum of contri-
butions corresponds to the non-smooth objective func-
tion in this optimization problem. The objective func-
tion is designed to place a sample point on the location
that has a high degree and long edge; thus, it is an ef-
fective location for representing the shape of contours.

3 Experiments

In this section, we compare the placement of sample
points provided by a typical PLA and our method.

3.1 Dataset

Using software available from [9], we created a
dataset that consisted of 50 line drawings, each of
which represented a shape and was classified into one
of five classes. There were 10 shapes in each class. Fig-
ure 2 illustrates all the line drawings. The dataset can
be obtained from [10]. The line drawings in each class
were drawn using a different stroke order, stroke num-
ber, and shape scale. Moreover, they were expressed
by different numbers of points. These settings allow for
an examination of the effect of the difference in stroke
order and number on our method.
We used a mixture of von Mises distributions

(vMDs) [11] as a local descriptor of shape because this
mixture is invariant with respect to stroke order, stroke
number, and shape scale. The details regarding the
matching cost with vMDs may be found in [11]. The
concentration parameter κ for determining the vMDs
was fully tuned for the PLA and our method; thus,
it was set to κ = 13 in the PLA and κ = 18 in our
method. For all the line drawings, the number of sam-
ple points was fixed to n = 10.

Figure 5. Example of the resultant placement us-
ing the PLA: a masculine-shaped line drawing.
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Figure 2. All line drawings for the five shape classes: feminine, masculine, Taurus, wheelchair, and cake.

Figure 6. Example of the resultant placement us-
ing our method: a masculine-shaped line draw-
ing.

Figure 7. Example of the resultant placement us-
ing the PLA: a Taurus-shaped line drawing.

3.2 Bullseye test

The bullseye test is sometimes used in shape retrieval
(e.g., see [12, 11, 5]). According to this test, each line
drawing is chosen as a query and matched against all
line drawings. The number of correct matches in the
top 10 matches is counted by checking the line draw-
ings found in the first 10 most similar matches for
the matching cost with the vMDs. Because there are
10 line drawings in each class, the number of correct
matches is at most 10 × 50 when all the line draw-

Figure 8. Example of the resultant placement us-
ing our method: a Taurus-shaped line drawing.

Figure 9. Example of the resultant placement us-
ing the PLA: a wheelchair-shaped line drawing.

Figure 10. Example of the resultant placement
using our method: a wheelchair-shaped line
drawing.

ings have been chosen as queries. Thus, dividing the
number of correct matches by 10 × 50 gives the over-
all retrieval rate for the top 10. The retrieval rate for
the top five is given likewise. The effectiveness of the
PLA and our method is then evaluated in terms of the
retrieval rates.

3.3 Results

Figures 3–12 show examples of the resultant place-
ments using the PLA presented in [1, 2] and our
method with edge width w = 11. The thick crosses in

Figure 11. Example of the resultant placement
using the PLA: a cake-shaped line drawing.
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Table 1. Relation between the number of points and runtime for processing the points.

Feminine Masculine Taurus Wheelchair Cake
in Figs. 3 & 4 in Figs. 5 & 6 in Figs. 7 & 8 in Figs. 9 & 10 in Figs. 11 & 12

No. of points
1073 1010 1161 1657 3458

on the contours

PLA 6365 (s) 6120 (s) 6844 (s) 9361 (s) 21601 (s)
Our method 3730 (s) 1802 (s) 1883 (s) 2958 (s) 19929 (s)

Figure 12. Example of the resultant placement
using our method: a cake-shaped line drawing.

Table 2. Retrieval rates.
No. of top matches PLA Our method

Top five matches .792 .924
Top 10 matches .63 .808

the figures represent sample points on each line draw-
ing. We observe from the figures that compared with
the PLA, our method placed sample points on the
characteristic locations of contours; thus, the sample
points represented their shapes well. Moreover, Ta-
ble 1 presents the number of points in these examples
and the runtime for obtaining the placement of sample
points. The runtime was measured on a personal com-
puter with a 3.5GHz 6-Core Intel Xeon E5 processor
and macOS X 10.10. Both the PLA and our method
were implemented in R. The runtimes of both meth-
ods were in proportion to the number of sample points.
Clearly, the runtime of our method was less than that
of the PLA. The PLA is based on dynamic program-
ming that requires a heavy computational cost for the
number of points on the contours, whereas our method
is not based on dynamic programming and the actual
runtime depends on the selection of the initial vertices.
Next, Table 2 presents the retrieval rate for the top

five and top 10 matches. We confirm from the table
that our method yielded more effective placement in
terms of shape retrieval than the PLA. Although there
exists no certain stroke order and number in these line
drawings, the PLA relies on such an order and number
that are not invariant in the line drawings. As a result,
it failed to place sample points at good locations on the
shape. In contrast to the PLA, our method does not
depend on the stroke order and number. Thus, our
method places sample points at good locations even
when the line drawings in each class are given by a
different stroke order, stroke number, and shape scale.

4 Summary

In this paper, we presented an optimization method
for placing sample points suitably on contours given by
an uncertain stroke order and number. Our method is
based on the assumption that each sample point should

be located at a point that has a high degree and long
edge. Using the various shapes of line drawings drawn
using a different stroke order, stroke number, and scale,
we demonstrated that our method is more effective in
terms of shape retrieval than the PLA.
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