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Abstract 

This paper proposed a disparity refinement 
method based on two-stage cross. First stage is 
anti-texture cross-based support region 
construction to build proper support regions for 
error pixels without being influenced by texture. 
Based on the support regions, second stage of 
the method is proposed, which is called weighted 
cross-based updating method. The experiments 
show that the proposed method could build the 
support region accurately and improve the 
accuracy of the disparity map in final results 
with fast speed, compared to other tree-based 
algorithms. It also outperforms the existing 
disparity refinement methods in preserving the 
boundaries of objects in the final disparity map. 
 

1. Introduction and related work 

Stereo matching has traditionally been, and 
continued to be one of the most heavily 
investigated topics in computer vision (CV). 
Generating disparity map from a pair of stereo 
images is a popular topic in CV, because it plays 
an important role in many applications.  

Stereo matching methods are divided into 
global algorithms and local algorithms [1]. 
Global algorithms usually could get a very high 
accuracy with high computation complexity, 
while the local algorithms are more efficient. 
Due to the real-time algorithms are drawing 
more attention, local algorithms are focused. 

In recent years, lots of local methods have 
been proposed. All the local methods need to 
build local support regions to find similar pixels 
for pixels. Such as, Zhang and Lu [2] developed 
an adaptive cross-based local stereo matching 
method that could build support region with high 
accuracy by using cross. Then Mei et al. 
[3]improved this method by changing the rules 
of the cross. However, because these two 
methods above are based on color similarity and 
distance, they suffer a lot from the texture in the 
color image. The texture with changeable 
intensity often has no effect with the disparity, 
but could influent extent of the cross arm. The 
support region generated often smaller than it 
should be, result in increasing the computation 
cost and lacking of true pixels in the support 
region. More importantly, the original cross 
could not identify the edges of objects (structure), 
causing boundary blurring in the final disparity 
map.  

Recently, Yang [4] proposed a non-local 

aggregation method based on bilateral filter with 
fast speed and accuracy. In Yang‟s method, the 
image is treated as a four-connected, undirected 
planar graph, where each pixel corresponds to a 
node and each pair of neighboring nodes is 
connected by an edge. Edges are sorted and 
selected based on the weight to build the 
minimum spanning tree (MST). During the cost 
aggregation step, the information is propagated 
from pixel to its neighboring pixels. After that, 
segment-tree (ST) [5] was proposed to improve 
the tree structure. It divided one MST into 
several trees to be the support region. However, 
these tree-based algorithms also suffer from the 
texture in the image. Because the texture has no 
effect with the disparity, but can cause the 
weight of the edge to be very large. In this case, 
the information should propagate within the 
texture edges, but is impeded, which is a 
deficiency of the MST structure. 

Textures refer to surface patterns that are 
similar in appearance and local statistics. They 
are often small in scale. Structures are often big 
in scale, the edges of which are actually edges of 
objects. Extracting the structure has been widely 
studied. Also, lots of edge-preserving filters have 
been proposed, such as bilateral filter [6] and 
relative total variant filter [7]. 

Disparity refinement, which is an important 
step in stereo matching, are paid more and more 
attention. The previous steps could generate the 
raw disparity maps from color image. However, 
because of the occluded area in raw color image, 
there are lots of outliers in the generated 
disparity maps. The pixels in outliers are also 
called error pixels. Disparity refinement is a step 
to detect and correct these error pixels. Ji et al. 
[8] proposed an efficient and accurate 
stability-based tree disparity refinement method 
based on MST. But this method is also 
influenced by texture. 

2. Proposed method 

In order to solve the problems mentioned 
above, we proposed a disparity refinement 
method based on two-stage cross. First, 
anti-texture cross is proposed to build support 
region. Then based on anti-texture cross, a new 
updating method called weighted cross-based 
updating method is proposed. We follow the 
existing framework of disparity refinement 
method including error pixel checking, image 
pre-processing, support region construction and 
updating method. Here, we use left-and-right 
check [8] to do the error pixel checking. The 
flow chart of the proposed method can be seen in 
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Figure 3. (a)Original color image. (b) Color image 
after pre-processing. (c) Scanline plots (rows 

indicated using red line in (a)). (d) Scanline plots 
(rows indicated using red line in (b)). 

Fig. 1.  

2.1 Color image pre-processing 

In order to reduce the influence of textures in 
raw color image, we need to eliminate these 
textures while preserving the structural edges. 

Reminding that the edge-preserving filters, 
could realize the function above. But experiment 
results show that just use these filters one time 
could also eliminate part of the structural 
information. We need to extract structural 
information from the detail layer. Our structure 
extraction method is proposed.  

We firstly apply edge-preserving filter (RTV 
[7] is recommended) to the original image I to 
get the first structural layer S1. Then the first 
detail layer D1=I-S1. We apply the same 
decomposition to D1 to get the second structural 
layer S2. The second detail layer D2=D1-S2. So 
the original image I is equal to 
 I=S1+S2+D2 (1) 

The final structure S equals to the 
combination of first structural layer S1 and 
second structural layer S2, which denoted as: 
 S=λ1*S1+λ2*S2 (2) 
where λ1 and λ2 are two parameters, which 
control the weight of S1 and S2. Here, λ1 should 
approximate to 1, while λ1 should be a small 
number. 

2.2 Anti-texture cross-based method 

Support region construction is one of the most 
important steps in disparity refinement. In 
principle, the local support region should contain 
only the neighboring pixels with the same 
disparity value or continuous disparity value. 
Color image are used to build the support region, 
which based on the assumption that pixels with 
similar intensity in color image in a specific area 
without being affected by textures are likely to 
be from the same image structure, thus, sharing 

similar disparity.  
We appreciate the cross-based support region 

construction method proposed by Zhang el al. 
[2], which proceeds by two steps shown in 
Figure 2. Here, the method does not use 
exploration vector. For error pixel p - also called 
center pixel - we find the left, right, up and down 
arms based on the Rule. These arms are marked 
in dark green in Fig.2. Then for the pixels on up 
arm and down arm, which is called sub-center 
pixels, we also find their horizontal arms to 
construct the whole support region. The 
horizontal arms are marked in light green in Fig. 
3. In each arm, every pixel satisfies the 
following Rule: 

1. Color similarity denotation: 
 max(|Ic(p)-Ic(q)|c=R,G,B)<τ1 (3) 
p is the center pixel, q means the pixels on each 
arm.  

2.  Distance denotation, which constrains the 
size of the support region. 
 Ω(p,q)<τ2 (4) 
where Ω(p,q) represents the Euclidean distance 
between p and q. 

 However, this method suffers a lot from 
texture in the raw color images. In order to cover 
the deficiency of texture, we first just use the 
structure part of the image S to construct the 
support region. In structure part of image S, most 
of the textures are eliminated. Then we have to 
find where the textural and structural edges are. 
We find that structural edges are like a “step”, 
seeing circle 2 and circle 4 in Fig.3, while the 
texture areas are like mountains with one or 
more spikes, seeing circle 1 and circle 3 in Fig.3. 
Here, we define if a pixel satisfies the Rule, it is 
called similar pixel. Else, it is called dissimilar 
pixel, also seeing in Fig. 3. If we find one 
dissimilar pixel e, we use an exploration vector 
that could check several succession of pixels 
whether they are similar or not, marked in red in 
Fig. 2 to judge the following pixels. By 
analyzing pixels on exploration vector, we can 
get whether these pixels locate in textural areas 
or structural edges. If these pixels are like a 
“step”, we treat the area as a structural edge, 
then, we stop to find e. If they like “mountains” 
with one or more spikes, we treat it as texture 
areas, then, we continue to find next dissimilar Figure2. Exploration vector in anti-texture cross. 
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Figure 1. Flowchart of proposed method.
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Figure 4. Weighted cross and upward step. 

pixel e. From the Fig.2, we can see that on the 
left arm of p, we find a dissimilar pixel e1. Then 
from the exploration vector, we can judge that 
this region is actually like a mountain. Thus, 
these pixels locate on texture areas. Finally, we 
continue to find the next dissimilar pixel. On the 
right arm of p, we find the dissimilar pixel e2. 
Then from the exploration vector, we find that 
all the pixels are different from p. Based on the 
assumption, we judge that these pixels locate on 
the structural edges. At last, we stop to find right 
arm of p. 

Algorithm 1 shows how to build left arm by 
using exploration vector. The right arm, up arm, 
down arms and horizontal arms are built in the 
same way. 

2.3 Weighted cross-based update method 

In order to reduce computation complexity, 
our updating method divided into four steps. We 
build cross, compute disparity cost, aggregate 
cost and pick optimal disparity in a specific 
support region constructed from anti-texture 
cross-based method, rather than in the whole 
image proposed by MST. 

2.3.1 Building weighted cross 

In order to build the relationship between 
neighboring pixels and to use the original 
structure of the cross, we add weights between 
neighboring pixels according to how the cross is 
built (Fig.4). The black ones are where we need 
to add weights. For an error pixel, we first add 
weights between neighboring pixels on the left 
arm, right arm, up arm and down arm. And for 
the pixels on the up arm and down arm, we also 
add weights between neighboring pixels on the 
horizontal arms. The weights are calculated by: 

𝑊𝑚𝑛 =  
max𝑐∈ 𝑅,𝐺,𝐵 𝜆𝐼 ∗  𝐼𝑐 𝑚 − 𝐼𝑐 𝑛  +  1 − 𝜆𝐼 ∗ ∆𝑑

if  ∆𝑑 < τ
𝑐                                                                 otherwise

  (5) 

 ∆𝑑 = |𝑑 𝑚 − 𝑑 𝑛 | (6) 

where α, τ are thresholds. m and n are 
neighboring pixels. I is the intensity value of 
three channels as R,G,B and d represents the 
disparity value in raw disparity map. 

2.3.2 Disparity cost computation 

Let D(p) denote the original input disparity 
value of pixel p. For each pixel in the support 
region, a new cost value is computed with 
disparity level d: 

𝐶𝑑 𝑝 =  
 𝑑 − 𝐷 𝑝  , 𝑝 is a true pixel

0, otherwise
         (7) 

2.3.3 Cost aggregation  

Cost aggregation in disparity refinement step 
is actually information propagation from true 
pixels to error pixels in a specific support region.  
The similarity of two neighboring pixels S 
denotes how much one pixel can contribute to 
the other during aggregation. D(p,q) determine 
the distance between pixel p and q, which is the 
sum of the weight along the weighted cross. 
Similarity of p and q can be calculated as: 

 𝑆 𝑝, 𝑞 = exp(−
𝐷(𝑝 ,𝑞)

𝜎
) (8) 

where σ is the parameter adjusting the similarity. 
Then, the aggregation cost can be calculated as: 
 
                   𝐶𝑑

𝐴 𝑝 =  𝑆 𝑝, 𝑞 𝐶𝑑(𝑞)𝑞     (9) 

where 𝐶𝑑
𝐴(p) is the aggregation cost of  p,  

aggregated from pixels from the whole support 
region. 

But directly applying Eq. 9 may be 
time-consuming. The linear time algorithm has 
been proposed to fasten the aggregation speed. 
Similar to the linear time exact algorithm 
proposed in [4], the progresses are divided into 
two steps: the upward step and downward step. 

The disparity cost firstly aggregated from 
cross terminal to the center pixel. Then the 
disparity cost propagates from the center pixel to 
the cross terminal. Fig. 4 shows the upward step. 
The downward step is opposite. 

2.3.4 Winner take all method 

We select optimal disparity value from 
candidates, which is described as: 

 𝑑𝑜𝑝𝑡𝑖𝑚𝑎𝑙 = arg min𝑑∈𝐷𝑑
𝑓(𝑑)    (10) 

doptimal is the disparity for error pixels, Dd is the 
candidate disparity values for d and f(d) is the 
cost after aggregation.  
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3. Experiment Results  

We tested the proposed method and compared 
with other methods by using the Middleburry 
dataset and its benchmark.  

Quantitative Evaluation 

For evaluating the effectiveness of proposed 
method, ST [5] and stability-based tree 
algorithm [8] are compared. Table 1 and Table 2 
indicate the error percentage of bad pixels before 
and after disparity refinement with greater 
disparity error than 1 disparity interval and 2 
disparity intervals respectively. We list two 
common types of error rate used in Middleburry 
benchmark: errors in non-occlusion regions and 
in all regions. Compared to stability-based tree 
method, the errors are reduced about 15% in 
average by using our method. We also assess the 
result visually in removing the outliers near the 
boundaries. Fig.5 compares the disparity maps 
of ground truth, ours, ST and stability-based tree 
method. The proposed method could preserve 
the boundaries clearly compared to others. 
Computation Complexity 

We verify the advantage of our method in 
computational time complexity compared with 
other two tree-based methods. ST method and 
stability tree-based method segment image into 
several minimum spanning trees. But in the 
aggregation part, all the pixels in the image have 
to be considered. Our method, instead, 
constructs the support region for the error pixels 
firstly. Then, in the updating method, we just 
aggregated the disparity cost in each support 
regions. Most of the pixels far away from the 
error pixels need not to be considered, which 
will definitely save lots of time.  
Support region evaluation 

Results of anti-texture cross-based method are 
shown in (i)-(l) of Fig. 5. We can see the support 
regions built by our method is texture robust and 
could recognize the boundaries of objects. 

4. Conclusion 

In the paper, a new disparity refinement 
method based on two-stage cross is proposed. 
Due to texture elimination and anti-texture cross, 
the performance in constructing the support 
region is improved. Then, a new updating 

method is proposed based on weighted cross. 
Experiments show that the proposed method not 
only reduces running time but also achieves a 
high accuracy compared with other algorithm. 
The proposed method shows a high potential of 
disparity refinement in stereo matching, which 
could be used in many applications. 
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Figure 5. Visual results comparison. (a-d) cones left 
disparity map. (e)-(h) teddy left disparity map. (a,e) 

ground truth. (b)(f) proposed method. (c,g) ST 
method. (d,h) stability-based tree method. (i,k) support 

regions constructed by cross-based method. (j,l) 
support regions constructed by anti-texture 

cross-based method. 
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