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Abstract 

Due to our aging society, driver assistance and auto-
mated driving have been intensely researched. 
Recognizing the surrounding environment utilizing image 
processing is a core technological element for driving 
intelligence. Specifically, technology must accurately 
detect pedestrians, obstacles such as other vehicles, con-
dition of a driver, weather, etc. using cameras and various 
sensors. In this presentation, I introduce image recogni-
tion technology necessary for driver assistance. 

1. Introduction  

While driving, humans repeat actions that involve 
perception, decision-making, and operations. This set of 
actions is called driving behavior. To minimize the dif-
ference between the driver’s behavior and the ideal 
behavior, driving intelligence calculates the ideal behav-
ior based on the current surroundings and situations, and 
suggests information to the driver. In some cases, the 
system intervenes to achieve safer driving, reducing the 
operation load of the driver. For driving intelligence to 
determine the ideal driving behavior, it must recognize 
surrounding vehicles, pedestrians, road conditions, and 
blind spots. Then it must use this information to predict 
impending risks a few seconds in advance in order to 
calculate the trajectory of the vehicle’s speed to reduce the 
risk. Numerous recognition technologies have been used 
to achieve this. 

2. Driver assistance for the elderly  

The proportion of car accidents caused by the elderly is 
increasing in Japan. More than half of such accidents are 

due to the delayed discovery of objects such as pedestri-
ans, which is why assisting with recognition ability, 
especially image recognition, is important. Compared to 
younger drivers, elderly drivers have decreased levels of 
recognition, especially in the areas of focus adjustment, 
visual field range, and glare sensitivity. To overcome their 
decreased levels of abilities, recognition technology is 
becoming vital because it can discriminate objects in 
low-resolution imagery that is challenging for the most 
discerning human eyes. Image recognition technology 
necessary for driver assistance must be capable of pedes-
trian and vehicle detection, road sign recognition, 
obstacle detection, signal and track recognition, and 
identification of a driver’s visibility state, weather condi-
tions, and vehicle position. 

3. Evolution of the recognition algorithm  

Let’s think about pedestrian detection. Within an input 
image, a system can focus on the local view from the 

Fig.1 Driver assistance system

Fig.2 Decline in driving abilities of elderly drivers
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window panel and discern pedestrians from the back-
ground. This can be achieved by sliding the window view 
into the full imagery system. Hence, the accuracy of the 
recognition algorithm to discern pedestrians from the 
background in the imagery input is crucial. This type of 
image recognition usually consists of two steps: feature 
extraction and a discriminator. Various methods and al-
gorithms have been developed. For example for feature 
extraction, engineers have proposed employing features 
that are less affected by deformations and environmental 
light variations. The DPM [1] feature is one such method 
in which the system can learn the relative positions and 
movements of multiple parts of an object and match those 
to a pedestrian in the imagery. Thus, it can correctly rec-
ognize changing objects such as pedestrians. On the other 
hand, the end-to-end method, which learns the relation-
ship between the imagery inputs and the output results 
with minimal consideration of the process, is receiving 
increased attention. This method does not distinguish 
between feature extraction and the discriminator. How-
ever, in recent years, the recognition functionality of deep 
learning in machine learning technology to find efficient 
methods to optimize the relationship between the inputs 
and the output results has drastically improved [2]. This 
method can also be viewed as machine learning for fea-
ture extraction. As feature descriptions and the quality of 
discriminator are becoming more sophisticated, the 
learning data are becoming more crucial. That is, col-
lecting good quality data for learning is indispensable. 

4. Collecting good learning data 

In addition to recognition algorithms, the importance of 

the learning data is increasingly being acknowledged. To 
detect pedestrians, both positive samples showing pedes-
trians and negative samples with the backgrounds are 
necessary for learning. Good learning data should include 
diverse deformities and variations similar to real envi-
ronments as well as correct labels. Gathering numerous 
learning samples can realize the former condition, 
whereas the latter requires that a correct label be attached 
to each sample. Because this results in contrasting condi-
tions, various tricks need to be invented. 

Methods to collect vast amounts of data can either ar-
tificially generate image data or automatically gather data 
from real environments. There are several methods to 
generate image data. Data Augmentation simply adds 
deformations to existing imagery to increase the number 
of data. Model-based Generation creates realistic data by 
applying a statistical model of image variation factors. 
Computer graphics program is used to generate image 
data. 

 
On the other hand, a key technology to collect image 

data from real environments is to incorporate a method to 
automatically add labels to some of the images. In this 
presentation, I introduce four methods that we tried: 1) 
Application of the degeneration factor to model real data 
samples and produce new data. 2) Application of aug-
mentation or statistical variations to several learning data 
to generate new data. 3) Collection of time sequential 
learning data from real environments. 4) Collection of 
various negative samples from the locations on a map. 
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4.1 Generating learning data using models 
 

As an example, consider a street sign. The image of a 
street sign captured by an in-vehicle camera may be de-
formed or deteriorated due to low resolution, optical blur, 
or motion blur caused by a slower shutter speed relative 
to the vehicle movement. Each negative factor can be 
modeled individually, and various parameters at a partic-
ular time can be statistically calculated using a genetic 
algorithm. The proposed method generates deteriorated 
and deformed images by applying the model to 
high-quality imagery. If diverse street sign images gen-
erated by the models resemble those in real environments, 
poor-quality images can be used as learning samples to 
improve the recognition accuracy of the deteriorated and 
deformed street signs [3]. 
 
4.2 Augmentation and deformation 
 
In the case of street signs, the range of deformations is 

limited by the object’s rigidity. However, the range of 
changes is much wider and the types of changes are more 
diverse for pedestrians because their shapes and the tex-
ture of clothing greatly vary. Accordingly, the proposed 
method deforms pedestrian image samples based on a 
statistical shape model of pedestrians and adding random 
clothing textures to generate new data after collecting a 
certain number of image samples. To be more specific, we 
combine two methods to generate a variety of pedestrian 
image data; one applies a statistical shape model created 
by extracting the outer forms of pedestrians and morphing 
the shapes, while the other applies Delaunay triangulation 

to the human body texture and form. These methods can 
improve recognition accuracy [4]. 
 
 
4.3 On-line learning sample collection 
 
Another method is to automatically collect learning 

samples from real imagery. Because street sign detection 
is difficult in deteriorated distant images, automatically 
collecting such samples is difficult. However, detecting 
street signs in close-up images is easy, and tracking al-
ready identified street signs is simple. Therefore, street 
sign images can be detected in close-up pictures and then 
working backwards in time, lower-quality distant images 
can be collected. By adding such images as learning 
samples, the recognition accuracy can be improved [5]. 
 

 
4.4 Collecting negative samples at various locations 
 
The recognition accuracy can be determined by the re-

lationship between positive learning samples and 
negative learning samples. Negative learning samples are 
background imagery. The identifiable characteristics of 
the background differ greatly by location. However, GPS 
can provide vehicle location information. Thus, location 
adaptive image recognition can be established by col-
lecting negative learning samples at various 
GPS-provided locations, improving the recognition ac-
curacy more than employing a single location 
recognition method [6]. 

5. Detecting general obstacles 

Obstacle recognition based on machine learning cannot 
detect objects not learned previously. In other words, it 
cannot recognize unexpected objects. Driver assistance 
requires recognition of hard-to-learn obstacles, for ex-
ample, a ball on the road, a fallen tree limb, or cardboard 
boxes, whereas driving intelligence requires recognition 
of general obstacles, including hard-to-learn obstacles. 
The proposed method [7] stores previously collected 
image data from an in-vehicle camera in a database. This 
database is used to determine the difference between the 
current image and the stored images to detect an obstacle. 
Because a vehicle typically drives on a limited number of 
roads, creating an image database of often-travelled roads 
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is not difficult. However, the precise trajectory and driv-
ing speeds differ each time. Consequently, the location of 
the images must be matched to calculate the difference. 
Moreover, the lighting condition can vary as the car 
travels at different times of the day. Thus, an algorithm for 
finding differences must be robust against variations in 
brightness. Next, I discuss some examples detecting ve-
hicles and traffic cones on the road. 

6. Using image processing to detect objects 
that are easily overlooked by a driver 

Advances in image recognition technology allow an 
in-vehicle camera to detect many objects such as pedes-
trians and other vehicles in the surrounding environment. 
Nevertheless providing every recognition result will dis-
turb the driving, and desensitize the driver to risk. 
Accordingly, alerting the driver to objects that are most 
likely to be overlooked or dangerous after automatically 
sorting based on risk is desirable. Let’s use the term visi-
bility to indicate the likelihood of an object being 
overlooked. Here, I outline technologies that can estimate 
the visibility using image processing. Humans tend to 
overlook an object if another object is more prominent in 
the same view, while the peripheral region of the visual 
field of humans is more sensitive to movements than the 
shapes of the objects. Considering the characteristics of 
human visual field, a method to recognize the objects is 
proposed using regression [8, 9].  

7. Recognizing weather  

Changes in weather greatly affect a driver’s visibility. 
For example, visibility decreases when the windshield is 
covered with raindrops or it is foggy outside. Thus, it is 
necessary to detect the condition of the windshield or the 
fog density. If a system can identify rain drops on a 
windshield, it may automatically start the windshield 
wipers. Rain drops can be identified by extracting their 
unique properties [10, 11]. In addition, if the fog density 
can be detected, fog lights can be turned on automatically 
as the fog density increases. The fog density can be 
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determined by extracting the scattering coefficient pa-
rameters from image processing based on Koschmieder’s 
luminance attenuation model [12]. 
 

8. Estimating vehicle position 

To guide a vehicle into the most fitting trajectory, the 
vehicle location must be accurately estimated on a map, 
especially when dealing with a vehicle in a lane where the 
location accuracy must be within 10 centimeters. GPS is a 
convenient location estimator, albeit with errors. In addi-
tion to GPS, methods using a camera or LIDAR are being 
researched. For instance, 3D LIDAR data and previously 
photographed map data can be matched to accurately 
estimate the vehicle location. SLAM technology, which 
simultaneously estimates the vehicle location and con-
structs a map, is becoming more prevalent. In general, 
SLAM uses the same sensor to create a map and estimate 
the vehicle location [13].  Here, I also introduce methods 
that use map data obtained from different sensors to match 
and estimate the vehicle location accurately. The first 
method uses an aerial image as the map image and to 
match the image of the forward view to estimate its loca-
tion. Due to difference in the camera angles, geometric 
transformations and extraction of local characteristics are 
used to estimate the vehicle location. An experiment 
showed that the accuracy is within 20 cm, but aerial im-
ages are too expensive to obtain frequently. Thus, we 
devised another method using the in-vehicle camera to 
complement the aerial image [14]. 

The second example estimates the vehicle location by 
matching map data obtained by an omni-directional 
camera such as Google Street View to the in-vehicle 
camera image of forward view. In this example, the types 
of cameras differ, which may cause an issue where the 
images only partially match. To resolve this, I introduce 
the DP matching method as well as research on image 
quality improvement of map database by repeatedly 
generating images using omni-directional cameras [15, 
16]. 

9. Predicting a driver’s behavior in ad-
vance 

If the system can predict a driver’s behavior in ad-
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vance, a more suitable driver assistance is possible. In-
formation on a driver’s handling operations or brake 
usage may only give the intended driving behavior im-
mediately before the action occurs. However, a driver’s 
gaze information may predict the intended driving be-
havior a few seconds in advance. For example, a driver 
checks the other lane a few seconds before changing 
lanes. In this section, I’ll introduce a method to predict a 
driver’s behavior using both eye movements and vehicle 
data [17]. 

10. Conclusion 

Recognition of the surrounding environment is a core 
element necessary to realize driving intelligence. In this 
presentation, I introduced a number of methods to recog-
nize the surrounding environment. In the future, driver 
assistance will become even more sophisticated, and both 
high accuracy image recognition technologies and new 
types of recognition technologies that we have yet to 
imagine will be necessary. 
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