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Abstract

Two-view stereo problem is a well researched
problem in 3D computer vision. Algorithms proposed
in the past have focussed on rectified stereo images
where the epipolar lines are parallel to the horizon-
tal axis. The general problem of computing stereo
correspondences for unrectified images without any
knowledge of calibration parameters is an important
problem but unexplored as yet. Our idea in this paper
is to predict depth maps from two unrectified stereo
images using a modified Flownet architecture. Since,
datasets for depth map reconstruction for unrectified
stereo images for deep learning do not exist, we have
created a dataset of turn table sequences of 3D models
from Google 3D warehouse. Following the concepts
of Attention modelling, we implement an architecture
for combining correlations computed at multiple
resolutions using a simple element-wise multiplication
of the correlations to aid the architecture to resolve
correspondences for textureless and repeated textured
surfaces. Our experiments show both qualitaitve and
quantitative improvements of depth maps over the
original Flownet architecture.

1 Introduction

Multi-view stereo problem is a well researched and
an important part of 3D computer vision. It is one
of the most common techniques to obtain 3D geome-
try of a scene. Two view stereo problem is a special
case of Multi-View Stereo problem (MVS), wherein two
views of the scene are provided to infer the 3D geom-
etry of the scene. In a stereo vision system, when the
cameras are calibrated, i.e the intrinsic and extrinsic
matrices are known, the images can be rectified and
computing correspondences under the epipolar geom-
etry constraint becomes a 1-D search problem. In an
alternative setup wherein only the intrinsic parame-
ters are known, the problem is posed as Structure from
Motion problem (SfM) which is a well researched area
in 3D computer vision. Incase of both intrinsic and
extrinsic parameters being unknown, the problem is
of Fundamental matrix computation, which is a chal-
lenging problem in computer vision. It is important to
note that all these problems become hard when only
two-views of the scene are available.

Two-view stereo for depth map prediction is a
tougher problem to solve as compared to MVS because
of redundancy in MVS i.e, there are many images to
infer 3D geometry and aggregation of depth maps in-
ferred from groups of images is sufficient [3]. On the
other hand, two-view stereo algorithms require recti-
fied images. In the absence of calibration parameters,
rectification will require computation of Fundamental

Figure 1: Example of ‘unrectified’ stereo images. Our
model takes images which are turn table sequences with
arbitrary rotation angle ≤ 15◦, and predicts the depth map
with respect to the left view.

matrix which will be subjected to errors. These errors
will cause faulty correspondences between the rectified
images. An end-to-end solution using deep networks
holds promise in such situations.

Our main contributions are two fold :-

1. We propose an end-to-end deep learning solution
to predict depth maps for unrectified stereo images
using a modified Flownet architecture. We pro-
pose an Attention modelling approach to combine
correlations at multiple scales to disambiguate
textureless and repeated textured surfaces.

2. Due to unavailability of datasets for unrectified
stereo for deep learning, we have created a rich
dataset of turn table sequences of 3D models with
varying textures and repeated textured surfaces
using the Google warehouse 3D models.

1.1 Related Work

In general, Two-view stereo correspondence algo-
rithms assume camera calibration and epipolar geome-
try and surfaces in the scene to be lambertian surfaces.
Hence, the input to these algorithms are typically rec-
tified images.

Stereo algorithms: In general, Stereo algorithms
can be classified into broad categories namely - Global,
Local and Hierarchical methods. Local algorithms
compute disparity at a given pixel based on inten-
sity values within a finite window, usually making
implicit smoothness assumptions by aggregating sup-
port. Global methods on the other hand make ex-
plicit smoothness assumptions and solve an optimiza-
tion problem that minimizes a global cost function as
function of the intensity values in a window surround-
ing the pixel and smoothness term. Hierarchical meth-
ods operate on an image pyramid where results from
coarser levels are used to constrain a more local search
at finer levels. A comprehensive comparative study of
some of the algorithms was performed by Scharstein
and Szeliski [6].

Deep learning based stereo algorithms : Con-
volutional neural networks have been applied to low-
level vision tasks such as predicting optical flow . A
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Figure 2: Architecture of Multi-scale correlation: Conv3 outputs from the Flownet architecture of image1 (left image) and
image2 (right image) are fed into the correlation layer. For the half resolution correlations, the Conv3 outputs are down
sampled by a factor of two using a max pool layer and fed to the correlation layer. The correlation layer for the halved
resolution would compute correlations in a displacement window half the size used for full resolution.

siamese based fully convolutional network was intro-
duced by Dosovitskiy et al. [2] which implements a
correlation layer that combines the convolution out-
puts of consecutive frames followed by a expansion net-
work which predicts optical flow between the frames.
This work was extended by N.Mayer et al. [5] to pre-
dict disparity by modifying the correlation layer to
search in single direction to compute correspondences
for rectified stereo images. Žbontar and LeCun [7]
propose siamese based CNN architectures to predict
matching cost between image patches of rectified stereo
images by minimizing the binary cross entropy loss.
Zagoruyko and Komodakis [8] explore various archi-
tectures namely siamese, psuedo-siamese and 2-stream
architectures for computing similarity score between
64 × 64 grayscale image patches. Luo et al. [4] aim to
learn a probability distribution over all disparity values
using a smooth target probability distribution. They
achieve quick computation speeds by incorporating a
dot-product layer similar to Žbontar and LeCun [7] and
Chen et al. [1]. Chen et al. [1] introduce a deep embed-
ding learning model which can extract discriminative
features from stereo patches. The matching cost thus
computed is used to build a MRF-based stereo frame-
work for predicting disparity map.

We propose an end to end deep learning solution
to predict depth maps for unrectified images using a
modified Flownet architecture to deal with textureless
and repeated textured surfaces. Following the concepts
of Attention modeling of neural networks, we combine
correlations at multiple scales to disambiguate texture-
less and repeated textured surfaces for computing cor-
respondences.

2 Method

A common practice of stereo correspondence algo-
rithms is to rectify input images using the 3D geome-
try of the setup as the problem reduces to 1D search
problem owing to epipolar geometry constraints. A
sub-problem to the unrectified stereo problem is a con-
strained setup of turn-table sequences. The attempt of
this work is to learn to predict depth maps from two

image sequences of such a setup. The learnable parts
of the MVS pipeline are feature extraction and finding
correlations between the stereo images. The flownet
architecture implements these modules of the pipeline
for predicting the optical flow in a video sequence.

We would like to focus on learning correlations for
unrectified images. The Flownet-Corr architecture [2]
implements a data-data correlation layer which basi-
cally computes a dot product of convolution features
in a sliding window fashion. It relies on first three con-
volution layers to compute task specific features which
can be used to compute correlations and finally predict
optical flow for each pixel. The correlation layer com-
putes a dot product of a 3×3 window of convolutional
features of stereo images in a sliding window fashion.
For computational tractability, the sliding window is
constrained to slide in a area around the target pixel
called the displacement window. Thus the context cap-
tured which would help in finding correlations is essen-
tially limited by the static window size of the sliding
window and the size of displacement window which is
in a way inescapable.

The side effects of this setup is particularly promi-
nent in finding correlations for textureless and repeated
texture surfaces. The ambiguity in finding correlations
at a certain context ( window size ) can be resolved by
examining larger context (larger window size ). Atten-
tion models in neural networks are loosely based on
human attention mechanism which essentially is able
to focus on certain region of an image at high resolu-
tion based on the surrounding region at low resolution
and adjusting focal point over time. We incorporate
this concept to the Flownet architecture to account for
the ambiguity in estimating correspondences for tex-
tureless and repeated textured regions in the image.

In the Flownet architecture, the correlation layer
output is a vector of N channels, each of which rep-
resent the strength of correlation between the corre-
sponding 3 × 3 windows of the stereo image convo-
lutions. The idea is to combine the correlations ob-
tained at multiple resolutions in a way that resembles
attention mechanism. Correlations are computed at
full and half resolutions keeping the feature extraction
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Figure 3: Results: (a) Left image; (b) Right image; (c) Ground truth depth map; (d) FlownetCorr architecture; (e) Our
architecture. This figure shows models with good distribution of textureless and repeated-textured surfaces. Rows 1, 2 are
results on image sequences whose models were part of the training data, but the orientations are not. These typically show
that the model can generalize over random orientations. Rows 3 and 4 show results on models which are not part of the
training data. These results show model performance on random orientations and different surface textures.

part i.e the conv layers common for both resolutions.
After normalizing the correlations of both resolutions,
we perform a simple element-wise multiplication of the
correlations. The correlations at the coarser scale (half
resolution) act as weights to the correlations at the
finer scale (original resolution).

3 Experiments

A Unrectified image dataset for deep learning does
not exist till date. A synthetic dataset of 3D models
was created from Google 3D Data Warehouse. Using
Opengl, turn table sequences of various 3D models at
different orientations was created. Around 60,000 pairs
of training images and depth maps of the left images
were used to train this Multiscale Flownet network.
The flownet architecture was used to predict disparity
maps for rectified stereo images [5]. The model was
trained on a GPU using Caffe using a simple perpixel
L2 loss function untill significant decrease in average
error was not found. Graphs in figure 5 show the per-
formances of our model as compared to the Flownet-
Corr model on validation and test models respectively.

As we can see from Figure 3, Our model shows slight
improvement in capturing correspondences which is ev-
ident from the distribution of depth levels. The model
essentially captures how corresponding pixels move
across the image sequence and render them as depth
values. The pixels which have moved more would be
much closer to the camera than the pixels which move
less. Pixel correspondence in a hierarchical context
is always more accurate and robust to local repeated

textures and textureless surfaces. Evidence of this is
quite clearly visible in the images. Using the correla-
tions computed at a coarser level, our model is able
to produce better depth resolution at finer scales as
intended.

The ambiguities in computing textureless and re-
peated textured surfaces is better resolved by our
model. Our model captures the relative depths be-
tween pixels consistently well across different textures
and object shapes as is evident from Figure 3. Fig-
ure 4 shows instances where both models fail owing to
small orientation changes. Even for humans, the rela-
tive depths are ambiguous given two views with small
orientation changes.

4 Conclusions and Future work

Two-view stereo problem for unrectified images is
difficult yet interesting problem to solve. Given its
practical uses, A constrained setup of the general prob-
lem needs to be explored. Multi-view stereo algorithms
which require multiple images for computing corre-
spondences would not work given only two images with
unknown calibration parameters. On the other hand,
Two-view stereo algorithms proposed till now compute
correspondences for rectified images. Rectification of
two images with unknown geometry will result in er-
rors which can affect the correspondences computed af-
ter rectification. We have attempted to predict depth
maps from turntable sequences. We show how we can
resolve correspondences for textureless and repeated
textured surfaces by combining correlations computed
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Figure 4: Failure Cases: (a) Left image; (b) Right image; (c) Ground truth depth map; (d) FlownetCorr architecture; (e)
Our architecture. Rows 1 and 2 show poor correspondence computations owing to small rotation angles. Visually, even for
human eye the depth levels are ambiguous.

(a) Validation performance (b) Testset performance

Figure 5: Graph (a) shows the performances of our model and FlownetCorr model on Training models with random
orientations. Though the performance of both models based on per-pixel squared error on an average is similar, the
difference is visually evident in the previous figures. Graph (b) shows the performances of our model and FlownetCorr
model on Test models with random orientations. Our model performs slightly better quantitatively as compared to the
original FlownetCorr architecture on unseen models.

at multiple resolutions using a modified flownet ar-
chitecture. We would like to incorporate more varied
3D models to our training dataset including real world
models to improve the testset performances.
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