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Abstract

Recently, deep learning has attracted in the vi-
sual speech recognition (VSR) field, however, most of
approaches use single feature. This paper proposes
two features; image-based feature by autoencoder, and
motion-based feature based on feature points, and com-
bination approach with gated recurrent unit for VSR
task. The proposed method was evaluated on a public
dataset OuluVS, and the speaker independent setting
was carried out. Compared with the state-of-the-art,
our method obtained the highest accuracy.

1 Introduction

Recently, deep learning techniques have been suc-
cessfully applied to learn features from audio-visual
data for the tasks of visual speech recognition (VSR)
and audio-visual speech recognition (AVSR). Ngiam et
al. presented a series of tasks for multi-modal learning
and showed how to train deep networks that learn fea-
tures to address these tasks [1]. Hu et al. proposed a
temporal multi-modal network called Recurrent Tem-
poral Multimodal Restricted Boltzmann Machines to
model audio-visual sequence in an unsupervised fash-
ion [2]. Noda et al. proposed to apply a convolutional
neural network (CNN) as the visual feature extrac-
tion mechanism for VSR [3]. Hidden Markov Models
(HMM) with Gaussian mixtures were used for a task
of recognizing isolated word. Takashima et al. pro-
posed a bottleneck feature extracted from audio-visual
features [4]. Most of the above mentioned methods
targeted the problem of AVSR. Only [3] tackled the
problem of VSR. Note that in their method, CNNs
were used for visual extraction features and the classi-
fication was conducted by HMMs.
This paper defines two features; image-based fea-

ture and motion-based feature, and proposes two fea-
tures combination with Gated Recurrent Unit for VSR
task. We evaluate the proposed method on the public-
available OuluVS database that contains short phrases
and the results are significantly better than the best
reported performance in speaker independent experi-
ments.

2 Two Features

In the field of VSR tasks, the visual feature can
roughly group into four categories: image-based,
motion-based, geometric-feature-based, and model-
based [5]. Most of VSR tasks use single feature. In this
paper, we propose image-based feature and motion-
based feature.

Table 1. Structure of autoencoder.
layer NC SF SD SU SO

input 1 — — — 64× 64

conv1 16 3× 3 2× 2 — 32× 32

conv2 8 3× 3 2× 2 — 16× 16

conv3 4 3× 3 2× 2 — 8× 8

conv4 4 3× 3 — — 8× 8

conv5 4 3× 3 — 2× 2 8× 8

conv6 8 3× 3 — 2× 2 16× 16

conv7 16 3× 3 — 2× 2 32× 32

output 1 3× 3 — — 64× 64

Figure 1. Sample mouth image.

2.1 Image-based feature

As for the traditional image-based features [6, 7], a
gray-scale image is either used directly or after some
image transformation, such as PCA and DCT, as a
feature vector. In this research, an autoencoder is used
for calculating image-based feature.

The autoencoder neural network is an unsupervised
learning algorithm that applies back-propagation, set-
ting the target values x̂ to be equal to the inputs x.
This is data-specific, lossy, and learned automatically
from data examples. This is one of the data compres-
sion algorithm.

Our autoencoder (AE) architecture is shown in Ta-
ble 1. Input image of AE is a gray-scale ROI image
around the lip as shown in Fig. 1, because our objec-
tive is VSR. The size of input image is set to 64 × 64
[pixel]. In the table, NC is a number of channel, SF is
a filter size, SD is a pooling (down-sampling) filter size,
SU is an up-sampling filter size, and SO is an output
size. Here, max pooling is applied as pooling process.
The output of conv3, that is 256 dimensional vector,
is used as the feature for recognition process.
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Figure 2. Facial feature points.

2.2 Motion-based feature

Image-based feature can contain not only lip appear-
ance but also information of the tooth and tongue.
However, this is influenced by the color difference based
on the gender, race, and lighting condition. In this re-
search, the motion-based feature is used to counter the
aforementioned problem.
The typical motion-based feature is optical flow [8].

However, the optical flow is strongly sensitive to head
motion, even though it has little effect in VSR task.
Thus, this paper defines a new motion-based feature
based on the facial feature points as shown in Fig. 2.
A subtraction value between current frame and next

frame at each feature point is defined as a motion-based
feature MF by the following equation:

d∗(i, f) = P∗(i, f)− P∗(i, f + 1),

where i is a feature point number, f means a frame
number, and P∗(i, f) is a coordinate of i-th feature
point. A symbol ∗ is either x or y. This feature is not
a distance value; it has negative or positive value.
Before calculating MF, a normalization process is

applied to the feature points. The location of the fea-
ture points is depended on the distance between the
speaker and camera, and this factor needs to remove
the feature. Here, a distance between both eyes is
fixed, and this is not changed by the speech and facial
expression. On the other hand, the distance between
two lip corners or other distance are variously changed
by the facial motion. Then, the distance between both
two eyes is scaled to 100 pixels. Moreover, the rotation
process is applied to reduce the facial angle.

3 Gated recurrent unit

Gated recurrent units (GRUs) [9] are a gating mech-
anism in recurrent neural networks (RNNs). A GRU
has two gates, a reset gate, and an update gate. Intu-
itively, the former determines how to combine the new
input with the previous memory, and the latter defines
how much of the previous memory to keep around. If
we set the reset to all 1’s and update gate to all 0’s,
we again arrive at plain RNN model. The basic idea
of using a gating mechanism to learn long-term depen-
dencies is the same as in a Long Short-Term Memory
(LSTM), but there are a few key differences: (1) A
GRU has two gates, an LSTM has three gates. (2)
GRUs do not possess and internal memory that is dif-
ferent from the exposed hidden state. They do not
have the output gate that is present in LSTMs. (3)
The input and forget gates are coupled by an update

Figure 3. Processing pipeline of two features com-
bination.

gate and the reset gate is applied directly to the previ-
ous hidden state. The responsibility of the reset gate in
a LSTM is really split up into both reset gate and up-
date gate. (4) We do not apply a second nonlinearity
when computing the output.

In the preliminary experiment, we used both LSTM
and GRU as the recognition process, and found GRU
obtained higher accuracy than LSTM. Thus, in this
paper, GRU is used as the recognition process.

4 Algorithm summary

In this paper, we proposed two features of AE and
MF, and these features are combined. There are sev-
eral fusion schemes, input fusion, late fusion, feature
fusion [10]. The proposed method uses separate GRU
flows for different feature channels and apply a late
decision level fusion.

The proposed processing pipeline is shown in Fig. 3.
An output score p is calculated by

p = αpAE + (1− α)pMF ,

where pAE and pMF are scores of GRUs, and α is a
weight value.

5 Experiment

5.1 Dataset

There are many databases available for VSR, such
as AVLetters [11], CUAVE [12], Grid [13], OuluVS
[14], and OuluVS2 [15]. The utterance content of each
database is different, and a number of speakers is also
different. We trained and tested the proposed method
on OuluVS, since this database is used by several re-
searchers and it is easy to compare with other methods.
OuluVS consists 20 subjects (17 males and three fe-

males) uttering 10 daily-use short phrases (p01: “ex-
cuse me”, p02: “goodbye”, p03: “hello”, p04: “how
are you”, p05: “nice to meet you”, p06: “see you”,
p07: “I am sorry”, p08: “thank you”, p09: “have a
good time”, and p10: “you are welcome”) five times.
The frame rate is 25 fps and its image resolution is
720× 576 [pixels].
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Figure 4. OuluVS database.

5.2 Experimental Protocol

There are some test protocols for VSR: speaker
dependent (SD), speaker semi-dependent (SSD), and
speaker independent (SI).

The SD experiment was conducted to recognize the
phrases for the same speaker. In this experiment, one
sample of each phrase is used as the testing set, and
the remaining samples for the same speaker are con-
sidered as the training set. The same procedure was
repeated for each phrase sample. The SSD experiment
was conducted to recognize the phrases regardless of
the user’s identity. In this experiment, one sample
of each phrase from all speakers is used as the test-
ing set, and the remaining samples were considered as
the training set. The same procedure was repeated
for each phrase sample. The SI experiment was con-
ducted to recognize the phrases completely indepen-
dent of the speakers. In this experiment, all samples
from one speaker were taken as the testing set, and the
remaining samples from the other speakers were con-
sidered as the training set. The same procedure was
repeated for each speaker.

The most challenge task is SI, in the experiment, we
applied the leave-one-person-out cross validation.

5.3 Preprocessing

The proposed method is required feature points. We
first applied an active appearance model (AAM) to de-
tect facial feature points. This is a local search method
that combines a full shape model and texture variation
learnt from a training set [16]. In the experiment, we
built a whole face model which contained eight eye
points, four eyebrow points, 11 nose points, 12 exter-
nal lip contour points, 12 internal lip contour points,
and nine face outline points, as shown in Fig. 2. The
number of feature points in this model is 68.

After detecting feature points by AAM, a mouth
ROI is extracted based on feature point for applying
autoencoder. The mouth ROI is defined as shown in
Fig. 5. The size of this ROI is 0.8S×0.8S [pixel] where
S is a distance between both eye corners. By consider-
ing mouth movement during utterance, the base point
of the ROI is not the center of ROI but a little above
the center. This ROI is fed to the autoencoder de-
scribed in 2.1.

Detected feature points on the nose and lip contour
points, total is 35 points, are fed to the feature calcu-
lation process described in 2.2.

Figure 5. Mouth ROI extraction.

Figure 6. Recognition rates against α.

5.4 Experimental result

Experimental result of the proposed method is
shown in Fig. 6. This graph shows the variation in ac-
curacy as a function of α. When only one feature was
used, AE (α = 0) was obtained higher performance
than MF (α = 1). It can be seen that the highest per-
formance of 89.0% was obtained when α = 0.5. This
indicates that two features combination is effective for
VSR task.

Next, our proposed method was compared with the
state-of-the-art method on the OuluVS dataset. Table
2 shows the results of the five different VSR approaches
tested on OuluVS. The accuracy of each approach is
cited from literature. It can be found that our method
achieves significantly higher recognition accuracy than
the other approaches.

To analysis recognition results, we calculated a con-
fusion matrix (CM) as shown in Table 3. The con-
fusion matrix contains information about actual and
predicted categories down by the recognition task. The
squares along the diagonal indicate the rate of correct
recognition, whereas the squares off the diagonal indi-
cate the rate of incorrect recognition. Several interest-
ing results can be obtained from the CM. For example,
it can be found that p01 (excuse me) and p06 (see you)
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Table 2. Performance comparison with different
VSR approach tested on OuluVS.

method accuracy [%]

LBP-TOP/SVM [14] 62.4

LBP-TOP/LVM [17] 85.6

LBP/KPLS [18] 62.34

PLSD/KELM [19] 68.75

ours (AE+MF/GRU) 89.0

Table 3. Confusion matrix.
p01 p02 p03 p04 p05 p06 p07 p08 p09 p10

p01 73.3 1.1 1.1 7.8 0.0 16.7 0.0 0.0 0.0 0.0

p02 0.0 94.4 0.0 0.0 2.2 0.0 2.2 0.0 1.1 0.0

p03 0.0 0.0 96.7 0.0 0.0 1.1 0.0 0.0 0.0 2.2

p04 12.2 1.1 1.1 70.0 0.0 13.3 0.0 0.0 2.2 0.0

p05 0.0 4.4 0.0 0.0 95.6 0.0 0.0 0.0 0.0 0.0

p06 15.6 1.1 0.0 4.4 0.0 77.8 1.1 0.0 0.0 0.0

p07 0.0 0.0 1.1 0.0 0.0 0.0 98.9 0.0 0.0 0.0

p08 0.0 2.2 0.0 0.0 4.4 0.0 0.0 92.2 1.1 0.0

p09 0.0 0.0 0.0 0.0 0.0 1.1 1.1 1.1 96.7 0.0

p10 0.0 0.0 2.2 0.0 0.0 2.2 1.1 0.0 0.0 94.4

is easy to be confused each other, p04 (how are you) is
easy to be misrecognized to p01 and p06.

6 Conclusion

In this paper, we have proposed a novel two features
combination with GRU for VSR task. The proposed
method was evaluated on a public dataset OuluVS. In
the experiments, the speaker independent setting was
carried out. Compared with the state-of-the-art, our
method obtained the highest accuracy in SI task.
Our future plan is to add further experiments with

other datasets. Furthermore, we consider to research
not only isolated phrases but also the continuous
speech to improve the quality of VSR.
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