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Abstract

A logo is a symbolic presentation that is designed
not only to identify a product manufacturer but also
to attract the attention of shoppers. Shoe logos are a
challenging subject for automatic extraction and recog-
nition using image analysis techniques because they
have characteristics that distinguish them from those of
other products, that is, there is much variation in the
appearance of shoe logos. In this paper, we propose an
automatic extraction and recognition method for shoe
logos with a wide variety of appearance using a limited
number training samples. The proposed method em-
ploys maximally stable extremal regions (MSERs) for
the initial region extraction, an iterative algorithm for
region grouping, and gradient features and a support
vector machine for logo recognition. The results of per-
formance evaluation experiments using a logo dataset
that consists of a wide variety of appearance show that
the proposed method achieves promising performance
for both logo extraction and recognition.

1 Introduction

A logo is a symbolic presentation that is designed
not only to identify a product manufacturer but also
to attract the attention of shoppers. Manufacturers
carefully design their logos so that their characteristics,
impressions and philosophies are expressed. Moreover,
logos on the belongings of people play an important
role in characterizing and identifying the person. The
extraction and recognition of logos from images cap-
tured by multiple surveillance cameras provide useful
information for the identification of people.

The automatic extraction and recognition of shoe lo-
gos using image analysis techniques is challenging be-
cause shoe logos have characteristics that distinguish
them from the logos of other products, and their ap-
pearance can vary substantially. Figure 1 shows exam-
ples of shoe logos captured by standard still cameras.
Figures 1(a) and (b), which belong to the same com-
pany, have the same shape but different colors. Fig-
ures 1(c) and (d) are examples of logos consisting of
multiple components. Figures 1(e) and (f) show the
most common appearance variations of shoe-logo im-
ages, i.e., rotation, occlusion, and perspective distor-
tion. While the automatic extraction and recognition
technique must handle these problems properly, be-
cause the shoes themselves are usually worn on feet,
the extraction and recognition of shoe logos are ex-
pected to contribute to person identification and track-
ing.

The extraction and recognition of logos in images is
a topic that has attracted the attention of researchers.

Several studies on the automatic extraction of logos
have been reported.
Farajzadeh [1] proposed an exemplar-based method

for logo or trademark recognition. This approach ex-
tracts logos using new samples that are synthesized
from logo images with different tilts and rotations and
recognizes them using a linear support vector machine
(SVM). This technique has the disadvantage in that
there is a significant tradeoff between recognition ac-
curacy and false detection. When the number of syn-
thesized samples are increased to improve recognition
accuracy, the number of false detections drastically in-
creases. Chu et al. [2] proposed a method using visual
patterns. This approach first extracts scale-invariant
feature transform (SIFT) features [3] from both test
images and a logo image. Features with high similar-
ity in both the test images and logo image are found
using locality sensitive hashing [4]. The main purpose
of their method is to improve computational efficiency
by eliminating outliers in a test image obtained from
an exhaustive sliding windows search. However, their
method obtains this high computational efficiency at
the sacrifice of extraction accuracy. They reported that
the method obtains only 19.0% recall and 30.0% pre-
cision.
In the field of generic object detection and recog-

nition from images, deep neural network architectures
have been employed because of their promising perfor-
mance and high adaptivity. Girshick et al. [5] pro-
posed a method called regions with convolutional neu-
ral network (R-CNN) for the generic object recogni-
tion problem. R-CNN is an approach that combines
selective search [6] and CNN. The method extracts
initial regions using efficient graph-based image seg-
mentation [7] and iteratively groups regions using sim-
ilarity calculated from appearance features in the re-
gions. While R-CNN achieved high performance score
on PASCAL2010 [8], the method requires a large-scale,
accurately annotated dataset for training, which is
quite difficult for shoe logos, which have a wide variety
of appearance.
In this paper, we propose an automatic extraction

and recognition method for shoe logos with a wide va-
riety of appearance using a limited number of train-
ing samples. The proposed method employs maxi-
mally stable extremal regions (MSERs) [10] for the ini-
tial region extraction, an iterative algorithm for region
grouping and gradient features, and an SVM for logo
recognition.

2 Proposed method

Figure 2 shows the outline of the proposed method.
The proposed method inputs one still color (RGB) im-
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Figure 1: Examples of shoe logos[11]: (a) and (b) ex-
amples belonging to the same brand but with different
colors, (c) and (d) examples containing multiple con-
nected components, (e) rotation, and (f) occlusion and
rotation.

age and outputs regions in which a logo appears and
the class (name of brand) corresponding to each region.
The proposed method consists of main two stages: ex-
traction of the shoe logos and recognition of the ex-
tracted logo regions. The following sections describe
each stage in detail.

2.1 Extraction of shoe logos

The purpose of this stage is to extract all possible
regions that contain a logo from an input image. The
extraction stage consists of an initial region extraction
using MSERs and iterative region integration using his-
togram intersection.

2.1.1 Initial region extraction

The initial region extraction for shoe logos employs
MSERs [10] for each color plane of the input RGB
image. The MSER method is a region segmentation
based on pixel values in a grayscale image. To em-
ploy MSER sufficiently for the input shoe logo image,
preprocessing consisting of image smoothing and his-
togram equalization is performed.

First, we perform image smoothing to reduce noise.
Because it is necessary to preserve region edges for ex-
tracting sharp-shape regions such as logos, we employ
a bilateral filter to take advantage of its noise reduction
and edge preserving properties. Our early trials and in-
vestigation suggested that image smoothing using me-
dian or Gaussian filters is not suitable for segmenting
regions for logo extraction because these filters remove
edges as well as noise. The parameters for the bilat-
eral filter are adjusted so that they extract the smallest
logo in the reference image.

Second, the grayscale histogram equalization re-
duces the effects of illumination variation.

Finally, the smoothed and equalized image is sepa-
rated into three color-plane images based on the RGB
value of the pixels and the MSER segmentation al-
gorithm is applied to each color-plane image. This
color-plane separation enables the extraction of shoe
logos with multiple colors. Regions extracted from the
three color-plane images are then concatenated to con-
struct the initial candidate regions. The parameters for
the MSER algorithm were also determined by prelimi-

input image

1. initial region extraction

2. iterative region integration

(a) Extraction of shoe logos (2.1)

(b) Recognition of logos (2.2)
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Figure 2: Overview of the proposed method

nary investigation using reference images such that the
smallest logo is extracted correctly.

2.1.2 Iterative region integration

The above extraction process basically extracts sin-
gle connected components (CCs) as initial regions. Be-
cause some logos contain multiple CCs, we perform re-
gion integration using histogram intersection to extract
these multiple CCs as one integrated candidate region.
The region integration works iteratively as follows.
The input and output of the region integration are a

set of extracted initial regions R0 = {r1, · · · , rn} and
a set of integrated regions RC , respectively.

1. Initialize RC as R0:

RC = R0. (1)

Let k = 0 and proceed to the next step.

2. Determine two different regions (ri, rj) ∈ Rk, (i ̸=
j) that maximize histogram intersection H(ri, rj):

(ri, rj) = argmaxH(ri, rj). (2)

The histogram intersection H(ri, rj) is calculated
by

H(ri, rj) =
L−1∑
l=0

min(h
(i)
l , h

(j)
l ), (3)

where h
(i)
l and h

(j)
l denote the l-th value of his-

tograms obtained in regions ri and rj , respec-
tively.

3. Subtract ri and rj from Rk and create Rk+1 using
Rk+1 = Rk − {ri, rj}. Create a new integrated

region r(ij) = ri ∪ rj and add r(ij) to Rk+1 and
Rc.

4. Increment k and iterate Steps 2 to 4 until the num-
ber of elements in Rk is less than one.

5. Region RC is the final integrated region result.

We obtain the color histogram in (3) from each RGB
plane with 16 bins. For example, when regions are
detected in the R-plane image, we obtain a color his-
togram using the R value.
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2.2 Recognition of logos

The extracted candidate regions are evaluated and
classified in the recognition stage. We employ the
grayscale gradient histogram features [9] and an SVM
in the recognition stage.

We first clip the input image using the detected logo
candidate regions and convert them to a fixed size
(50 × 50 pixels). The gradient histogram features are
extracted from the grayscale of the original image us-
ing the process in [9] with 5× 5 spatial sub-blocks and
16 quantization directions. The dimensionality of ex-
tracted feature vectors is 400. These parameters are
determined by our initial investigation with the train-
ing dataset, where we maximized the recognition per-
formance.

An SVMwith a radial basis function kernel is trained
as multiple-class classifier and used for logo detection
and classification. The training scheme of SVM is de-
scribed in the following section.

3 Evaluation Experiments

We conducted experiments to evaluate the effective-
ness of the proposed method.

3.1 Dataset

We used the Pattern Recognition and Media Under-
standing (PRMU) shoe logo dataset [11]. The dataset
consists of 661 images and ground-truth annotations
are given for each image. The logos of eight brands
with a wide variety of appearance are contained in the
dataset. Samples of the eight classes in the dataset
are shown in Figure 3. As shown in the figure, some
images were captured under uncontrolled conditions,
and the images contain blur, rotation, occlusion, and
perspective distortion.

We employed a three-fold cross-validation for perfor-
mance evaluation. The dataset was divided into three
groups at random. Two were used for training and the
remaining one was used as a test set. We conducted
this evaluation ten times and calculated the mean per-
formance.

For logo verification, in which the extracted candi-
date region is identified as containing or not contain-
ing an actual logo, negative samples are necessary for
SVM training. The negative samples were generated
from detected regions that do not overlap the anno-
tated logo regions.

3.2 Evaluation

We evaluated the overall performance of the method
using recall R, precision P , and F -measure F , are de-
fined, respectively, by

R =
1

NGT

NGT∑
i=1

δ(S(i)
c , S(i)

o )O(S(i)
c , S(i)

o ), (4)

P =
1

NDET

NDET∑
j=1

δ(S(j)
c , S(j)

o )O(S(j)
c , S(j)

o ), (5)

F =
2PR

P +R
. (6)

Figure 3: Examples of shoe logo of eight brands con-
tained in PRMU shoe logo dataset. The brand names
consist of ASICS, FILA, Le Coq Sportif, Syunsoku ,
Mizuno, New Balance, Under Armour, and Yonex.

We also evaluated the detection performance of the
method using average best overlap (ABO), calculated
by

ABO =
1

NGT

NGT∑
k=1

O(S(k)
c , S(k)

o ), (7)

where the overlap rate between regions Sc and So is
determined by

O(Sc, So) =
A(Sc ∩ So)

A(Sc) +A(So)−A(Sc ∩ So)
× 100. (8)

For the above calculation, NGT and NDET denote
the number of ground truth regions and detected re-

gions, respectively. Further, S
(i)
o in the recall calcula-

tion in (4) is the detected region with the minimum

distance from the i-th ground-truth S
(i)
c . Similarly,

S
(j)
c is the selected ground-truth region with respect

to the detected regions. Regions S
(k)
c and S

(k)
o in the

overlap ratio calculation are determined as the highest

overlap regions, and δ(S
(i)
c , S

(i)
o ) denotes

δ(Sc, So)

{
1 (class labels of Sc and So are same),
0 (otherwise).

(9)
After P,R and F are calculated for each test image,

we calculate the evaluation value by averaging over all
test images.
To compare extraction and recognition performances

of the proposed method with those of other techniques,
we implemented R-CNN and adopted the same con-
ditions as used for the proposed method. CNN fea-
tures are computed by forward propagating a mean-
subtracted 50 × 50 RGB image through two convo-
lutional layers and two fully-connected layers. We
then obtain a 400-dimensional feature vector using the
CNN.

4 Results and Discussion

Table 1 compares the results of logo extraction per-
formance. Each row in the table denotes the method
employed for logo extraction. The naive MSER
method listed in the first row is adopted for prepro-
cessing the grayscale image. The second and third
rows show the extraction performance of the proposed
method. Although the initial region extraction using
three color-plane images outperforms the naive MSER,
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Figure 4: Examples of extracted and recognized logos

Table 1: Comparison of logo extraction performance

method ABO (%)
naive MSER 49.36

initial region extraction (2.1.1) 59.26
proposed (2.1) 64.83
Uijlings et al.[6] 44.46

Table 2: Quantitative evaluation of the extraction and
recognition performance of the proposed method

criterion mean std max min
Recall 19.10 0.53 20.30 18.25

Precision 64.11 1.74 66.51 60.28
F-measure 29.42 0.68 30.89 28.51

Table 3: Quantitative evaluation of the extraction and
recognition performance of R-CNN

criterion mean std max min
Recall 7.25 0.79 8.21 5.45

Precision 46.61 3.44 51.19 40.81
F-measure 12.54 1.29 14.08 9.64

an iterative integration of the extracted initial regions
further improves the region extraction performance.
The fourth row shows the ABO obtained by a selective
search based method proposed by Uijlings [6]. These
results show that the MSER algorithm extracts logos
more efficiently when it is applied to color-plane im-
ages. The ABO is increased by introducing the pro-
posed iterative region integration method. This sug-
gest that logos containing multiple CCs are successfully
reconstructed by the region integration approach.

Figure 4 shows examples of shoe logos extracted by
the proposed method. While these logos contain a wide
variety of sizes and rotations, the proposed method
successfully recognizes these logos. Note that a num-
ber of false-positive regions obtained by the region ex-
traction stage are also successfully eliminated by intro-
ducing a negative class into classifier.

Tables 2 and 3 show a quantitative evaluation and
comparison of the extraction and recognition perfor-

mance. We conducted a three-fold cross validation
ten times and show the mean, standard deviation,
maximum, and minimum value of each criterion in
the tables. These results indicate that the proposed
method outperforms R-CNN when the training dataset
is small.

5 Conclusion

In this paper, we proposed an approach combining
shoe logo extraction and recognition. Our approach
achieves an F -measure of 29.10 %. Shoe logo extrac-
tion employing MSERs works effectively for logos con-
sisting of different colors and sizes. Logo-mark recog-
nition using gradient histogram features and an SVM
work for both the recognition and false-positive elimi-
nation of logos.
Further study and investigation of the performance

of the proposed method on larger dataset is a remain-
ing research topic.
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