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Abstract 

Image segmentation is an important and difficult issue in 
computer vision and image processing. It is categorized 
into two categories, supervised image segmentation and 
unsupervised image segmentation. The supervised method 
are not convenient since it needs the interactions of users. 
In this paper, we proposed an unsupervised method. It uses 
a defocus map, edge and color as similarity attributes of 
pixels or superpixels to generate an edge strength map. 
Then, we construct a minimum spanning tree with the su-
perpixels and the edge map to divide the image to the 
foreground and background. In our experiment, our method 
doesn’t need user interaction and the performance is better 
than previous superpixels grouping methods. 

1.  Introduction  

Unsupervised Image segmentation has been addressed in 
different ways. Different superpixel grouping methods 
were applied by many researchers. In [7], edges are 
grouped using the boundary and region information. Lev-
inshtein et al [4] used angles and shape of edges as 
similarity and group superpixels with maxflow [6]. Their 
methods have good performance, but it can’t divide the im-
age with complicated background well. In [10], pixels  are 
grouped with a minimum spanning tree pyramid.  It can 
merge the similar pixels as some regions using a threshold 
and pairwise region comparison, but it cannot find the fore-
ground from the image well. In our method, we use a 
defocus map and edge and color of pixels or superpixels to 
group superpixels with a minimum spanning tree to solve 
segmentation problem.  

2. Related Work  

Recently, some researchers have exploited the degree of 
blur on the edge of a single color image  to recover the 
defocus map from the image [1, 5]. We can consider the 
defocus map a depth information map. It is known that rays 
from a point of the object placed at the focus distance will 
be a single point on the sensor. Also, the image will appear 
sharp and rays from a point of object at distance will reach 
multiple sensor points and result in a blurred image. In 
other words, the distances of the blurred region and the 
sharp region are different. Figure 1 shows the blur estima-
tion method. Figure 1(a) is a sharp region and Figure 1 (d) 
is a blurred one. After blurring them using a known 
Gaussian kernel, we can get Figure 1(b) and Figure 1(e). 
Then the ratio between the gradients of the raw region and 
their blur version is shown in Figure 1(g). The ratio of blur 
is  

𝑟𝑎𝑡𝑖𝑜 𝑜𝑓 𝑏𝑙𝑢𝑟 =
𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑜𝑓 𝑟𝑎𝑤 𝑟𝑒𝑔𝑖𝑜𝑛

𝐺𝑟𝑎𝑑𝑖𝑒𝑛𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑏𝑙𝑢𝑟 𝑣𝑒𝑟𝑠𝑖𝑜𝑛
. 

The sharp region can be calculated with a higher blur ra-
tio. According to the above, we can estimate the blur 
amount from the region and estimate the distance from the 
blur amount. 
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Figure 1. The blur estimation (a) A sharp region. (b) Reblur 
of (a).  (c) Gradients of (a) and (b). (d) A blur region.(e) 
Re-blur of (d). (f) Gradients of (d) and (e). 
 
    Matting Laplacian [9] is an edge-aware interpolation 
method. It converts the blur estimation from the edges to 
full defocus map. The interpolation problem can be formu-
lated as the minimum cost function: 

𝑎𝑟𝑔 𝑚𝑖𝑛 𝐸(𝑑) = 𝑑𝑇𝐿𝑑 + 𝜆(𝑑 − �̂�)
𝑇

𝐷(𝑑 − �̂�), 

where d and d ̂ are the vector form of the defocus map 
and the sparse defocus map. L is the matting Laplacian ma-
trix and D is the diagonal matrix which indicates the pixels 
on edges in the image and 𝜆 is a scalar [1]. The optimal d 
can be solved by minimizing the equation above.   

3. Proposed Method 

Our method is divided into six parts shown as Figure 2. 
Giving an original image, we apply Canny edge detection  
to obtain the edge image. Second, we use a Defocus map 
estimation from the image [1] to estimate the distance from 
the camera to objects in the image. We divide the image 
into 300 superpixels with SLIC [2]. In the next step, we 
combine those three kinds of information as the edge 
strength map which can describe the probability of the edge 
between two neighboring superpixels. Then we construct a 
graph where each superpixel is a node and the edge in the 
graph is the edge between two superpixels in the image and 
the edge weight is the edge strength. We find the minimum 
spanning tree from the graph. Finally, we can find an edge 
with highest probability of be the edge on the original im-
age and disconnect it to divide the minimum spanning tree 
to two trees of the foreground and background in the image. 
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Figure 2. The flow diagram of the proposed segmentation 
method. 

3.1 Edge Strength Map  
Let n be the number of superpixels S1…Sn. Eij is an 

edge between neighboring superpixel Si and superpixel Sj 
with 2 pixels width, where one pixel is in Si and the other 
pixel is in Sj. For each edge Eij, the edge strength e(Eij) be-
tween Si and Sj can be written as: 

 

𝑒(𝐸𝑖𝑗) = 𝛼 𝑑𝑑(𝑆𝑖 , 𝑆𝑗) + 𝛽 𝑑𝑐(𝑆𝑖 , 𝑆𝑗) +
∑ 1 − 𝑑𝑖𝑠(𝑝)𝑝∈𝐸𝑖𝑗

|𝐸𝑖𝑗|
, 

where 1≤i, j≤n. |𝐸𝑖𝑗| denotes the number of pixels in Eij, 
and p is a pixels in the edge Eij. dd is the distance in depth 
from Si to Sj on the defocus map Id and dc is the perceptual 
difference between Si and Sj in in the original image. The 
defocus map Id can be considered as a depth information 
map. dd is the difference with mean intensity of Si and Sj on 
the defocus map Id and is written as 

 

𝑑𝑑(𝑆𝑖 , 𝑆𝑗) = |
∑ 𝐼𝑑(𝑝)𝑝∈𝑆𝑖

|𝑆𝑖|
−

∑ 𝐼𝑑(𝑝)𝑝∈𝑆𝑗

|𝑆𝑗|
|, 

where |𝑆𝑖| and |𝑆𝑗| denote the number of pixels in Si and 
Sj and p is a pixels in the superpixels. In other 
words, 𝑑𝑑(𝑆𝑖 , 𝑆𝑗) is the distance in depth from Si to Sj on 
the defocus map Id. We convert the color space of the orig-
inal image from RGB to CIELAB. CIELAB is a color-
opponent space. It is designed to approximate human vision. 
L is lightness dimension and a, b are the color-opponent di-
mensions. We can calculate the perceptual difference 
between Si and Sj in the image I as: 

 

𝑑𝑐(𝑆𝑖 , 𝑆𝑗) =

√𝑑𝐿(𝑆𝑖 , 𝑆𝑗)
2

+ 𝑑𝑎(𝑆𝑖 , 𝑆𝑗)
2

+ 𝑑𝑏(𝑆𝑖 , 𝑆𝑗)
22

, 

 
where 𝑑𝐿, 𝑑𝑎 and 𝑑𝑏  are defined as: 
 

𝑑𝐿(𝑆𝑖 , 𝑆𝑗) = |
∑ 𝐿(𝑝)𝑝∈𝑆𝑖

|𝑆𝑖|
−

∑ 𝐿(𝑝)𝑝∈𝑆𝑗

|𝑆𝑗|
|, 

𝑑𝑎(𝑆𝑖 , 𝑆𝑗) = |
∑ 𝑎(𝑝)𝑝∈𝑆𝑖

|𝑆𝑖|
−

∑ 𝑎(𝑝)𝑝∈𝑆𝑗

|𝑆𝑗|
|, 

𝑑𝑏(𝑆𝑖 , 𝑆𝑗) = |
∑ 𝑏(𝑝)𝑝∈𝑆𝑖

|𝑆𝑖|
−

∑ 𝑏(𝑝)𝑝∈𝑆𝑗

|𝑆𝑗|
|. 

Shown in Figure 3, Eij is an edge between superpixel 
Si and superpixel Sj. Let p be the pixel on Eij. dis(p) is the 
distance between the pixel that corresponding edge pixel of 
p and its nearest edge pixel(gray line) in the edge image Ie 

shown in Figure 3. We set the length of the diagonal line of 
the image as 1. Therefore, the value of dis(p) is always be-
tween 0 and 1. Based on the defocus map Id, the edge image 
Ie and the superpixel image Is, we can compute the edge 
strength map of the superpixels image. 

 

 

                          

 

 

 

 

 

 

Figure 3. An edge between superpixels. 

3.2 Minimum Spanning Tree 

After getting the edge strength map, we can use it to 
generate a minimum spanning tree. Unlike the method [10] 
which used the minimum spanning tree pyramid to create 
many minimum spanning trees, we find only one minimum 
spanning tree containing all nodes. Let G be a graph with 
superpixels S1…Sn and the set of edges such that Eij is an 
edge between two neighboring superpixels Si and Sj . A 
spanning tree is an undirected graph with no cycles and in-
cludes all of the superpixels. The minimum spanning tree T 
is a spanning tree with total of edges weight less than or 
equal to the total edges weight of every other spanning tree 
in G. We set superpixels as nodes and edges between super-
pixels as branches of tree T and the total weight of the tree 
T is 

𝑤(𝑇) = ∑ 𝑒(𝐸𝑖𝑗)
𝐸𝑖𝑗∈𝑇

. 

  The algorithm for finding the minimum spanning tree in 
G from the edge strength map is written as the followings: 
 
Step 1. Find the unmarked edge Eij having the least weight 

e(Eij) in G. 
Step 2. Mark the edge Eij. 
Step 3. Connect superpixel Si and superpixel Sj to make Eij 

to branch of tree if Si and Sj are not on same tree.  
Step 4. Repeat Step 1, Step 2 and Step 3 until all superpixels           
are connected. 
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A simple example is shown in Figure 4. Figure 4(a) 
shows the superpixels image S1…S8. The object contains 
two superpixels S4 and S5. The backgroundcontains S1, S2, 
S3, S6, S7, S8.  Figure 4(b) is the graph generated from the 
edge stregth map. Figure 4(c) shows an unmark edge with 
least weight (red one). Mark the edge and connect its two 
superpixels. Figure 4(d) shows the results by repeating 5 
times of Step 1, Step 2 and Step 3. Figure 4(e) shows an 
unmark edge with least weight (black one). S1 and S2 are on 
the same tree. We mark the edge but don’t connect them. 
Figure 4(f) shows the minimum spanning tree T that all su-
perpixel are connected. 
 
 
 
 
 
 
 
 

(a)                      (b) 
 
 
 
 
 
 
 
 
 

(c )                      (d) 
 
 
 
 
 
 
 
 (e)                      (f) 
          
Figure 4. An example for finding minimum spanning tree 
from original image. 

3.3 Disconnect the Edge with Maximum Strength 

If we disconnect the edge E25, we can divide the image 
into the foreground that contains S4 and S5.and the 
background that contains the remaining superpixels. The 
weight of the edge can describe the probability of being an 
edge in the original image. Higher weight means higher 
probability. After finding the minimum spanning tree, most 
of edges with higher weights were removed on the graph. 
At this time, the foreground and the background are con-
nected with only one edge with the biggest edge strength. 
It is clear that the image segmentation is to find the edge 
having the maximum strength on the minimum spanning 
tree T in G and disconnect the edge with the biggest edge 
strength. Then, we can get the spanning tree T1 that consists 
S4, S5 and the spanning tree T2 that consists S1, S2, S3, S6, S7, 
S8. The corresponding superpixels on the original image 
can be classified into the foreground and background. The 
edge with the biggest edge strength can be written as 
 

arg max 𝑒(𝐸𝑖𝑗), 𝐸𝑖𝑗 ∈ 𝑇. 

Figure 5(a) shows an edge E25 having the maximum 

strength on the minimum spanning tree T. Figure 5(b) 
shows that two spanning trees: S4, S5 and others after dis-
connecting the edge. The corresponding superpixels on 
original image can be classified into the foreground and the 
background. 

   

(a)                    (b) 

Figure 5.  An example for disconnecting the edge with 

maximum strength on minimum spanning tree 

4 Experimental Results 

We divide the original image into 300 superpixels for 
our method and the method by Levinshtein et al [4]. In our 
method, we set α=3, β=1 and the lower and upper thresh-
olds of canny edge detection are 100 and 200. We show 
some result of our method and the method by Levinshtein 
et al [4]. The test images come from MSRA-1000 which is 
published by Tie Liu et al [8] and used for salient objects 
with 1000 images, along with pixel ground-truth hand an-
notations. Figures 6 show the results for the test image. 
Giving an original image shown in Figure 6(a), we apply 
Canny edge detection method to obtain the edge image 
shown in Figure 6(b) and use Zhuo’s method to estimate 
the defocus map shown in Figure 6(c) from the original im-
age. We divide the image into superpixels shown in Figure 
6(d) with SLIC. Then we combine those information as the 
edge strength map shown in Figure 6(e). We find the mini-
mum spanning tree shown in Figure 6(f) from the graph 
which is generated with superpixels and edge strength map.  
Finally, we find the edge with maximum edge strength, the 
white line in Figure 6(g), from the minimum spanning tree 
and disconnect it. We can get the foreground spanning tree, 
the yellow tree in Figure 6(h), and the background spanning 
tree, the blue tree in Figure 4(h). Corresponding to the su-
perpixel image, we label the superpixels in foreground 
spanning tree as the foreground and the result shown in Fig-
ure 6(i). Figures 7 and 8, show the other experiment results 
including the original images, the ground truths, the results 
of our proposed method, and the results of Levinshtein’s 
method [4]. 

 
5 Conclusions 

We proposed an unsupervised image segmentation 
method with a defocus map estimation method and a super-
pixels method. It is convenient because it does not need 
user interaction. Unlike previous methods, our method is 
easy to control the number of regions. It can divide the orig-
inal image into the foreground and the background. The 
defocus map estimation method can’t tell whether a blur 
edge is caused by defocus or blur texture of the original im-
age. We correct it with color and edge information to 
improve our performance. Our method performs well on 
the MARS-1000 dataset. Also, our results are more precise 
than the other segmentation methods using superpixels 
grouping, especially for the images having good depth of 
field. 
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(a)         (b)          (c) 
 
 
 
 
 
 
 
 
 
(d)        (e)            (f) 
 
 
 
 
 
 
 
 
 
(g)        (h)            (i) 

Figure 6. Original image (b) Edge image (c) Defocus map 
(d)Superpixel image (e) Edge strength map (f) Minimum 
spanning tree (g) Found maximum strength edge (h) Result 
after maximum strength edge disconnecting (i) Result after 
image segmentation.  
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(a)                   (b) 

 

 

 

 

 

 

(c )                   (d)  

Figure 7. (a) Original image (b) Ground truth (c) Proposed 
method (d) Levinshtein’s method [4] 

 

 

 

 

 

 

 

(a)                  (b) 

 

 

 

 

 

 

 

(c )                  (d)  

Figure 8 (a) Original image (b) Ground truth (c) Proposed 
method (d) Levinshtein’s method [4] 
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