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Abstract

We present a new approach for selecting image pairs that are more likely to match in Structure from Motion (SfM).
We propose to use Jaccard Similarity (JacS) which shows how many different visual words is shared by an image pair.
In our method, the similarity between images is evaluated using JacS of bag-of-visual-words in addition to tf-idf (term
frequency-inverse document frequency), which is popular for this purpose. To evaluate the efficiency of our method,
we carry out experiments on our original datasets as well as on “Pantheon” dataset, which is derived from Flickr. The
result of our method using both JacS and tf-idf is better than the results of a standard method using tf-idf only.
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1 Introduction
Image matching, i.e., finding coincident points in several
images, is one of the most important topics in computer
vision. It is used in the field like object recognition, image
stitching, and 3D reconstruction. In all of these fields,
detecting features in each image and matching those fea-
tures to find coincident image points are needed.
The Structure from Motion (SfM), which is one of the

3D reconstruction techniques, is an important application
of image matching. SfM reconstructs 3D structure and
camera positions from 2D image sequences (Fig. 1).
Recently, many applications in computer vision have

been utilizing large datasets of photos on the Internet [1].
With the development of social networking service (SNS),
such as Flickr and Facebook, every day, every minute,
thousands of photos are uploaded to online databases.
And those photos would cover large parts of the Earth.
Several techniques utilizing photos on the Web for SfM
have appeared [2–7].
Photo Tourism [8] was the first system which worked

on the large photo collections on the Web for SfM. In
the Photo Tourism system, large image collections from
either personal photo collections or the photo collections
on the Web are used as an input. First, camera posi-
tions are computed and a sparse 3D model of the scene is
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reconstructed. Then, features detected by using SIFT key-
point detector [9] are then matched exhaustively between
all image pairs to accomplish reconstruction. However, a
typical image has several thousand keypoints, so exhaus-
tive matching of all image pairs in image collections
requires too much computational time and resources to
be practical.
To make matching feasible, it is required to find out

which images may see the same scene without doing full
expensive matching. Often, expensive image matching is
replaced by much more efficient search based on meta-
information, e.g., keywords or GPS location, or by visual
search [10].
Most of the images in the image collections on the Web

do not have the information of the locations of the cam-
eras, although some of the images are available with GPS
orientation information stored in Exif tags. Even when the
GPS positions of images are available, it is not sure that
nearby images see the same scene. The same holds true
for matching images by keywords attached. Hence, an effi-
cient image-based similarity hinting on seeing common
scene is always useful.
Figure 2 shows an example of Flicker images tagged by

“Notre Dame” keyword. No two images among the five
images have a significant overlap to be worth matching.
For example, the bottom right image shows the interior of
Notre Dame while others show it from outside.
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Fig. 1 Structure from Motion [19]

Speeding up the matching can be cast as image search
where efficient form of image similarity is constructed.
A classical example is the tf-idf (term frequency -
inverse document frequency) document similarity used
in document search. MatchMiner [11] selects image
pairs for matching using bag-of-visual-words and tf-idf
weighting to assess image pair similarity. Some other
researches use bag-of-visual-words and tf-idf weighting as
well [12–14].
We propose using Jaccard Similarity (JacS), which is also

known as Jaccard Similarity Coefficient, for calculating

image pair similarity in addition to using tf-idf. JacS is
originally used for information retrieval [15], and when it
is employed for estimating image pair similarity, it shows
how many different visual words do image pairs have
in common. The min-Hash, which is a locality-sensitive
hashing of JacS, is used for image retrieval [16]. In our
experiment with an image collection with ground truth,
we show that the accuracy of JacS alone is sometimes bet-
ter than the accuracy when using tf-idf alone and that the
accuracy of JacS used together with tf-idf is always much
better than using JacS or tf-idf alone.

Fig. 2 Photos of “Notre Dame” from Flickr. Top left photo shows Notre Dame from a distance. Topmiddle and right show typical outside appearances
of Notre Dame. Bottom left shows an example of a photo full with people. Bottom right shows the inside of Notre Dame



Kato et al. IPSJ Transactions on Computer Vision and Applications  (2017) 9:12 Page 3 of 7

2 Related work
For exploring image connectivity in large image collec-
tions, several techniques have been proposed. In this
section, we will explain previous techniques for discover-
ing image pairs for matching.
As we mentioned briefly in Chapter 1, Photo Tourism

[8] proposed utilizing large photo collections on the
Web.With using exhaustive pairwise imagematching, this
approach obtains image connectivity graph. However, it
takes too much time and computational effort to match
every pair of images.
Some SfM methods detect candidate image pairs

beforehand in order to avoid exhaustive matching. Match-
Miner [11] is one of the methods used for selecting image
pairs. It adopts the bag-of-visual-words and tf-idf weight-
ing to estimate image pair similarity. For constructing
bag-of-visual-words, MatchMiner trains a vocabulary tree
on 50,000 images of a single city, which are not used in
experiments for selecting image pairs, to yield one mil-
lion visual words. This bag-of-visual-words is used for all
experiments. Those visual features are extracted by SIFT
descriptor, and approximately the closest visual word is
assigned to every keypoint of each image. Images are rep-
resented by histograms of visual words, with the standard
normalized tf-idf weighting applied to each histogram.
Image pair similarity is evaluated by the dot product of
their normalized tf-idf weighted histograms. In Match-
Miner, a modified version of Rocchio’s relevance feedback
[17] is applied on the Top k most similar images for each
query images.
Using the bag-of-visual-words and standard tf-idf

weighting is a common method for estimating image sim-
ilarity. Near Duplicate Image Detection [16] uses a bag-
of-visual-words with tf-idf weighting method into image
similarity measures as well. Originally, bag-of-visual-
words and tf-idf weightingmethod is used in text retrieval.
Before MatchMiner or Near Duplicate Image Detection,
Video Google [18] applied bag-of-visual-words and tf-idf
weighting method to image retrieval . In Video Google,
visual vocabulary is constructed by using Mahalanobis
distance and K-means clustering on SIFT descriptors
extracted from a video.
A bag-of-visual-words with tf-idf weighting is known

as a successful approach for image and particular object
retrieval. The tf index indicates that the visual words
which appear frequent in an image are important, while
the idf index indicates that the visual words which appear
among several images are less important. However, SfM
system requires an image pair which shares same points,
and thus the concept of the idf does not seem to be
suitable for the purpose.
In this paper, we propose to exploit Jaccard Similarity,

which shows howmany visual vocabularies do image pairs
have in common, for calculating image pair similarity in

addition to tf-idf method. We demonstrate the superiority
of our method on our original datasets, as well as on the
dataset which was used for testing in MatchMiner.

3 Proposedmethod overview
We propose to introduce Jaccard Similarity in addition
to the similarity based on tf-idf weighting. The outline of
our method is as follows: (1) constructing a bag-of-visual-
words from image collections, (2) estimating similarities
using dot product of tf-idf, (3) estimating similarities using
JacS, and (4) selecting the image pairs which are selected
in both tf-idf and JacS. In this section, the algorithm for
each step is explained.

3.1 Constructing a bag-of-visual-words
We build a bag-of-visual-words by random sampling from
each image collection for each experiment. For each
image, we pick 10% of features, which are extracted by
SIFT descriptor, randomly for building visual vocabu-
laries. Every descriptor is then represented as the most
appropriate visual word by the nearest neighbor cluster-
ing. In this paper, we assume 10% of the features from one
image are enough to express images approximately.

3.2 Similarity using tf-idf weighting
In text as well as in image retrieval [18], tf-idf weighting is
commonly used to weight histograms of word frequencies
bag-of-words. The weighting by tf-idf is computed by the
following formula,

ti = nid
nd

log
N
ni

(1)

where nid represents the number of occurrences of the
visual word i in the image d, nd represents the total
number of visual words which appear in the image d, N
represents the number of images in the image collection,
and ni represents the number of images which include the
visual word i in the image collection. Figure 3 illustrates
an example of tf-idf weighting.
After every image is expressed as a vector of weighted

visual words, the vectors are normalized and all pairwise
image similarities are obtained by the dot product of the
vectors. In Fig. 3, the similarity between Img-A and Img-B
equals 0.20 while the similarity between Img-B and Img-C
equals 0.27. Although Img-B has two features in common
with both Img-A and Img-C, tf-idf-based similarity shows
Img-B is similar to Img-C more than Img-A.

3.3 Jaccard similarity
We introduce Jaccard Similarity of images. JacS calculates
the similarity of an image pair as the fraction of distinct
visual words, which are common to an image pair.
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Fig. 3 An example of tf-idf weighting. Each visual word is weighted by their occurrences. The tf-idf weighting indicates red circles in Img-A and
purple triangles in Img-C are important, while blue crosses and green squares which appear among the two images are less important

The image pair similarity by JacS is computed by the
following formula,

sij = nij
ni + nj − nij

(2)

where ni is the number of visual words, which appear in
image i; nj is the number of visual words, which appear
in image j; and nij is the number of visual words, which
appear in both image i and j. Figure 4 illustrates an exam-
ple of JacS-based similarity. In this figure, visual words
occurrences are the same as in Fig. 3. By using JacS-based
similarity, the image pair A and B gets the same similarity
as the image pair B and C.

3.4 Top kmost similar images
With the similarity matrix obtained by the tf-idf-based
similarity and JacS, we select image pairs and evaluate
those methods. For each image as a query image, top k
most relevant images are selected according to the simi-
larity matrix and are assumed as the true image pairs for
matching. Then, the accuracy of selecting image pairs is
obtained by comparing the selected image pairs to the
ground truth image graph. We show in the next section
that false image pairs obtained by the tf-idf-based sim-
ilarity differ from the false image pairs obtained by the
JacS. Therefore, we propose to use the intersection of two
image pair sets obtained by both similarity methods: tf-idf
and JacS.

4 Experimental evaluation
4.1 Our original datasets
We first demonstrate tf-idf-based method and JacS on
our original datasets: “Bear” and “Dolls,” to show the
difference of behaviors between the two methods.

4.1.1 Dataset “Bear”
To compare the behaviors of tf-idf-based similarity and
JacS, we first prepared photos of a figure taken from eight
directions (Fig. 5).
The connected graph of dataset “Bear” is shown in

Fig. 6. Each number on the vertex in the graph is corre-
sponding to the number above the photos in Fig. 5. In this
figure, tf-idf-based similarity shows better precision. The
bear figure has similar texture on almost the entire sur-
face. It appears that idf performs better here, while JacS
tends to make more mistakes.

4.1.2 Dataset “Dolls”
Secondly, unlike the dataset “Bear,” we prepared several
images with different types of texture (Fig. 7).
Figure 8 shows the connected graph of dataset “Dolls.”

Black lines show false image pairs, while the other col-
ors are corresponding to the frame colors in Fig. 7. In the
figure, green vertexes have many connections with other
colored vertexes in the tf-idf connected graph, while they
does not have any connections with other colors in the
JacS connected graph. The figure of green vertex hasmany
similar feature descriptors, and thus JacS which simply

Fig. 4 An example of JacS. For the image pair A and B, blue crosses exist in common, while Img-A has red circles of it’s own and Img-B has green
squares. Totally, Img-A and Img-B has three visual vocabularies, and one of them appears in common. In this case, the similarity between Img-A and
Img-B is 0.33
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Fig. 5 Dataset “Bear”. This dataset totally has eight images

Fig. 6 Dataset “Bear” connected graph. Top k = 1. In this dataset, the next and two images away from a query image are assumed as true image pairs

Fig. 7 Dataset “Dolls.” Each figure is taken photos from eight directions. This dataset totally has 40 images

Fig. 8 Dataset “Dolls” connected graph. Top k = 1. In this dataset, we assume image pairs which show the same figure as true pairs
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Fig. 9 Dataset “Pantheon”. The images from Flickr tagged by “Pantheon” keyword. This dataset totally has 1123 images

estimate the number of shared visual words works better.
It appears that the two methods obtain different false
image pairs.

4.2 Dataset “Pantheon”
We finally evaluated the three methods: tf-idf-based
method, JacS-based method, and our proposed method,
with a dataset from MatchMiner [11]. In MatchMiner,
the ground truth image graphs are computed by exhaus-
tive geometric verification on all image pairs. We use this
ground truth for evaluating our method. Figure 9 shows
an example of the images in dataset “Pantheon”.
With changing k value from 1 to 30, we select image

pairs by eachmethod. Then, selected image pairs are com-
pared with the ground truth, and the average precision

is computed for each k value (Fig. 10). The method tf-idf
with JacS showed the best precision in every k value.

5 Conclusion
We have introduced Jaccard Similarity (JacS) for selecting
image pairs for matching in the Structure from Motion
(SfM). JacS considers occurrences of visual words in
two images for selecting image pairs while the previous
method based on tf-idf considers occurrences of visual
words in the whole database. To confirm the differences
of behaviors between the JacS and the method based
on tf-idf, we have tested with two datasets: “Bear” and
“Dolls.” As a result of the two experiments, it appears that
JacS and tf-idf-based method obtain different false image
pairs.

Fig. 10 Average precision at k. Each line represents as follows: tf-idf (tf-idf + JacS)
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We have estimated image pair similarities by JacS and
tf-idf-based method and have selected image pairs which
are selected in both methods to make the accuracy higher.
With the dataset “Pantheon,” which is tested in Match-
Miner [11] as well, our method has improved precision by
15%. We are now trying to extract connected components
of high image similarities.
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